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1 Main changes in AN versions47

• Changes and additions from V2 to V3:48

• Added information on the primary datasets used and the corresponding49

luminosities (Sec. 4.1).50

• Added references to the trigger efficiencies and the relevant scale factors51

(Sec. 4.3).52

• Extended signal MC description (Sec. 4.2.1): slightly expanded descrip-53

tion of the “Allanach et al.” models (Sec. 4.2.1.1) and added description54

of the EXO-22-006 “bottom-fermion fusion” (BFF) models (Sec. 4.2.1.2).55

• Added Appendix G with a description of the signal MC reweighting pro-56

cedure.57

• Added Appendix H with a comparison of the sensitivity of this anaysis58

with that of EXO-22-006.59

• Added Section 7.3 with a discussion of the expected limits before unblind-60

ing (Section 7.3.1 for the model independent limits and Section 7.3.2 for61

the limits in the models by Allanach et al.).62
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2 Introduction63

This is a search for Z′ → µµ in the presence of one or more b-tagged jets. The search is mo-64

tivated by a series of b-anomalies in decays of the type B → K(∗)e+e− and B → K(∗)µ+µ−.65

Briefly, current data is pointing to a 3.1σ discrepancy between b → se+e− and b → sµ+µ−66

transitions [1]. This discrepancy could be driven by the exchange of either a leptoquark (LQ)67

or a new vector bosons (Z′) with different couplings to electrons and muons, as shown in Fig. 1.68

µ

b

LQ

s

µ

s

b

Z’

µ

µ

Figure 1: Possible leptoquark (left) and Z′ (right) contributions to b → sµ+µ−

The theoretical prejudice is that BSM contributions are in the second and third generation. This69

is then a motivation for a Z′ → µµ search. Inclusive searches for Z′ have been performed70

several times at the LHC, see for example Refs. [2] and [3]. The power of these “standard”71

searches, however, are limited by the Drell–Yan background. Possible BSM pp → Z′ → µ+µ−72

signals motivated by the b-anomalies, on the other hand, would result in b quarks in the final73

state, see Fig. 2. This then motivates a dedicated Z′ → µµ search with an explicit requirement74

on the presence of b-tagged jets.75
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Figure 2: Feynman diagrams for Z′ → µ+µ− with a Z′ produced via sb → Z′ or bb → Z′ and
at least on b-quark in the final state. Note that while bbZ′ couplings are not needed to explain
the flavor anomalies, these couplings arise naturally in more complete Z′ models motivated by
the anomalies.

Studies of dilepton invariant mass distributions in the presence of b-tagged jets have already76

been performed at the LHC [4–6]. These studies suffered from large dilepton tt backgrounds.77

In this analysis we gain sensitivity using requirements that substantially reduce this back-78

ground.79

As will be discussed in Section 4.2, there exist BSM Z′ parameter space favored by the flavor80

anomalies, consistent with other electroweak data, and not excluded by current searches. We81

will show in this note that a dedicated analysis such as the one presented here can probe this82

parameter space with existing LHC data.83
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Briefly our analysis can be summarized as follows84

• We search for narrow µ+µ− high mass resonances in the presence of at least one85

b-tagged jet. Narrow because as shown in Section 4.2 phenomenological Z′ models86

developed to “explain” the anomalies result in Z′ widths that are small compared to87

the µ+µ− invariant mass resolution.88

• We apply requirements to reduce the tt dilepton background.89

• We categorize the events by the multiplicity of b-tagged jets: Nb = 1 and Nb ≥ 2.90

• We extract possible signal yields by fitting the µ+µ− invariant mass distribution to91

analytic functions (power laws or exponentials or polynomials for the continuum92

background and double-crystal ball for the signal). For each mass hypothesis we93

fit the invariant mass distribution in a relatively narrow region around the mass of94

interest (±10σ, where σ is the mass resolution). This is the same procedure used in95

the search for displaced dimuon resonances [7]. The background functional form is96

extracted from the data. Monte Carlo simulations of backgrounds are only used to97

guide the design of the analysis requirements.98

• In the absence of signal, we then:99

• Set constraints on the parameter space of specific Z′ models.100

• Provide upper limits on the number of detected Z′ events as a function101

of mass with Nb = 1, Nb ≥ 2, and Nb ≥ 1. Since our requirements are102

straightforward, this would allow reinterpetation of our limits in BSM103

models that we are not explicitly considering.104

• Finally, we use a data sample corresponding to an integrated luminosity of 138 fb−1
105

collected with the CMS experiment during the LHC Run 2 (2016–2018) at a center-of-106

mass-energy of 13 TeV (2016: 36.3 fb−1; 2017: 41.5 fb−1; 2018: 59.8 fb−1). The analysis107

is performed using the UltraLegacy reconstruction in the NanoAOD (v9) format.108
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3 The CMS detector109

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-110

ter providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip111

tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron112

calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend113

the pseudorapidity (η) coverage provided by the barrel and endcap detectors. Muons are mea-114

sured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid.115

A more detailed description of the CMS detector, together with a definition of the coordinate116

system used and the relevant kinematic variables, can be found in Ref. [8] The pixel tracker117

was upgraded before the start of the data taking period in 2017, providing one additional layer118

of measurements compared to the older tracker [9].119

A two-level trigger system is used to select events of potential physics interest. The first level120

of the CMS trigger system (L1T), composed of custom hardware processors, uses information121

from the calorimeters and muon detectors to select the most interesting events in a fixed time122

interval of less than 4 µs. The high-level trigger (HLT) processor farm further decreases the123

event rate from around 100 kHz to about 1 kHz, before data storage. A more detailed descrip-124

tion of the CMS trigger system can be found in Ref. [10].125
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4 Data sets and triggers126

4.1 Data127

The analysis is performed using the NanoAOD v9 data format of the ‘SingleMuon’ primary128

data sets. Table 1 outlines the data sets for each data period, and also the reconstruction con-129

ditions used in analyzing the simulation. The golden JSON files used in filtering the data are130

listed in Table 2. The corresponding luminosities for each data set is summmarized in Table 3.131

More details can be found in Refs. [11–14] for the data sets, and Refs. [15–18] for data certifica-132

tion.133

Table 1: The data sets and the global tags used to produce them. These data sets correspond
to the latest NanoAOD v9 data format, and the global tags are for the Run 2 Ultra Legacy
reconstruction [11].

2016 pre-VFP data sets

Run2016B-ver{1,2} HIPM UL2016 MiniAODv2 NanoAODv9-v2: 106X dataRun2 v35

Run2016[C-F]-HIPM UL2016 MiniAODv2 NanoAODv9-v2: 106X dataRun2 v35

Simulation: 106X mcRun2 asymptotic preVFP v11

2016 post-VFP data sets

Run2016[F-H] UL2016 MiniAODv2 NanoAODv9-v1: 106X dataRun2 v35

Simulation: 106X mcRun2 asymptotic v17

2017 data sets

Run2017[B-H]-UL2017 MiniAODv2 NanoAODv9-v1: 106X dataRun2 v35

Simulation: 106X mc2017 realistic v9

2018 data sets

Run2018[A-D]-UL2018 MiniAODv2 NanoAODv9 GT36-v1: 106X dataRun2 v35

Simulation: 106X upgrade2018 realistic v16 L1v1
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Table 2: The golden JSON files used in filtering the data runs and luminosity blocks.
For each data-taking period, the normalization tags are listed in the set of second
rows, and all data certification “golden” JSON file locations are listed relative to
/afs/cern.ch/cms/CAF/CMSCOMM/COMM DQM/certification/ [15–18].

2016 data sets

Collisions16/13TeV/Legacy 2016/Cert 271036-284044 13TeV Legacy2016 Collisions16 JSON.txt

/cvmfs/cms-bril.cern.ch/cms-lumi-pog/Normtags/normtag PHYSICS.json (norm. tag)

2017 data sets

Collisions17/13TeV/Legacy 2017/Cert 294927-306462 13TeV UL2017 Collisions17 GoldenJSON.txt

/cvmfs/cms-bril.cern.ch/cms-lumi-pog/Normtags/normtag PHYSICS.json (norm. tag)

2018 data sets

Collisions18/13TeV/Legacy 2018/Cert 314472-325175 13TeV Legacy2018 Collisions18 JSON.txt

/cvmfs/cms-bril.cern.ch/cms-lumi-pog/Normtags/normtag PHYSICS.json (norm. tag)

Table 3: The corresponding luminosities for each one of the data sets used in the analysis [19].

Data set Luminosity ( fb−1)
2016 pre-VFP data sets 19.52
2016 post-VFP data sets 16.81
2017 data sets 41.48
2018 data sets 59.83
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4.2 Monte Carlo simulation134

In this analysis, the SM background is estimated directly from data as a continuum background135

in the mµµ spectrum parametrized by analytical functions (see Section 6.2). Thus, the search136

does not rely on Monte Carlo (MC) simulation in order to estimate the background. However,137

SM background MC samples were used for the analysis strategy optimization, as well as to138

visually compare observed data to the expected background yields. We also use MC of various139

BSM Z′ models to motivate the event selection and, eventually, to set model-dependent limits.140

4.2.1 Signal Monte Carlo141

Fits over several b-physics observables suggest that the effective BSM operator responsible142

for the anomalies is LBSM ∼ (gX/Λ)2(sγαPLb)(µ̄γαµ) + h.c., with Λ ≈ gX (30 TeV), see for143

example Ref. [20]. Naively this would suggest that any Z′ responsible for the anomalies would144

have a mass MX of order 30 TeV, too heavy for production at the LHC. However, not only this145

argument does not take into account the effects of a coupling constant gX < 1, but it is also146

natural to expect some CKM-like suppression from the non-flavor-diagonal sb coupling. As a147

result, Z′ models with Z′ mass MX around a TeV or even lower can be viable.148

4.2.1.1 MC models from the literature For our analysis, we choose four distinct MC149

models that were specifically inspired by the b-anomalies. These are the so-called “Third Fam-150

ily Hypercharge” variant models (Y3, DY3, and DY′3) [21–23] from B. Allanach and collabora-151

tors, and the “Third Family Baryon Number Minus Second Family Lepton Number” models152

(B3 − L2) [24, 25].153

For our purpose, these models are characterized by three parameters: MX, gX, and a mix-154

ing angle between the second and third quark generation θ23. In Fig. 3 we show the allowed155

values of these parameters for the “Third Family Hypercharge” models, given the size of the156

b-anomalies, and other b-physics constraints, such as those from Bs − Bs mixing. The dashed157

lines in Fig. 3 are parametrized as:158

θ23 =
1
2

sin−1
(

a
x2 + bx

)
, (1)

where159

x := gX(1 TeV/MX) (2)

The a and b parameters, in the “good fit” regions are given in Table 4 for each model, including160

the (B3 − L2) model that was not displayed in Fig. 3.161

Model a b x = gX(1 TeV/MX)
Y3 -0.01 0.12 0.08–0.2

DY3 0.0045 0 0.1–0.2
DY′3 -0.0045 0.067 0.04–0.13

(B3 − L2) -0.0005 0 0.05–0.62

Table 4: Parametrization values and domain of x for the 95% CL region for each model from
Ref. [26].

The Monte Carlo events at a given MX are generated near the ‘best-fit’ of each scenario, with162

the parameters displayed in Table 5, using the UFO implementation of these models in MAD-163

GRAPH5 aMC@NLO, versions 2.9.9–2.9.11. Since we are interested in final states with b jets, we164
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23
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Figure 3: The colored regions show the 95% allowed regions in the θ23 − gX(1 TeV/MX) plane
for “Third Family Hypercharge models” based on an consistency with various electrweak and
B-physics data (including the anomalies, of course). The inner contours show the 68% contours.
The dashed lines are ad-hoc parametrizations through the center of the regions. From Ref. [26].

only generate at leading-order (LO) in QCD and BSM the following processes gg → Z′qq ′,165

gq → Z′gq′, and qq → Z′g, where q and q′ are b and/or s. The possible values of the Z′166

total widths that correspond to the parameters in Table 5 are displayed in Fig. 4. The generated167

masses are 100, 200, 250, 400, 550, 700, 850, 1000, 1250, 1500, 2000.168

When constraints for parameter values other than those in Table 4 are presented, the generated169

events are reweighted properly for the product of their couplings at the Z′bb, Z′sb, Z′ss, and170

Z′µµ vertices, as well as for the change in the Z′ total decay width, see Appendix G.1.171

Model x = gX(1 TeV/MX) θ23
Y3 0.14 -0.15

DY3 0.14 0.13
DY′3 0.08 -0.18

(B3 − L2) 0.05 0.01

Table 5: Parameters of the signal Monte Carlo generations. Note that according to the
parametrization in Table 4 the θ23 parameter in the B3-L2 model should be negative. How-
ever, this parameter in Figure 2 in Ref. [20] is positive. In any case, the MC predictions for
Z′ → µ+µ− are insensitive to the sign of θ23.

4.2.1.2 MC model from EXO-22-006 (BFF) The EXO-22-006 [27] group developed a MC172

model (denoted as “bottom-fermion fusion”, or BFF) based on the Lagrangian function LBSM:173
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Figure 4: Widths of the Z′ for the four model of Section 4.2.1.1. The model parameters are those
from Table 5.

LBSM ∼ Z′η [gµµ̄γηµ + gµν̄µγηνµ + gb ∑ q̄γη PLq + gbδbs s̄γη PLb] + h.c., with q = b or t. (3)

This is very similar to the models from Section 4.2.1.1, except that instead of three parameters174

there are now four, i.e., MX, gb, gµ, and δbs. In other words, in the BFF model the Z′µµ coupling175

gµ is a fourth free parameter, while in the models of Section 4.2.1.1 it is fixed by the structure of176

the model. The interesting parameter region is gbδbsgµ(100 GeV/MX)
2 ≈ 6.5× 10−6.177

The BFF MC samples were generated under EXO-22-006 control at (mostly) LO in QCD and178

NLO in BSM. They include more parton-level diagrams than in the models of Section 4.2.1.1,179

e.g., bs → Z′ which has no final-state b quarks in the matrix element, and bs → Z′bb with the180

final bb pair from gluon splitting (this is NLO in QCD, actually). In the models of Section 4.2.1.1181

the latter process is generated in the Pythia shower starting from bs → Z′g at matrix element.182

The EXO-22-006 samples were originally reconstructed in pre-Ultra Legacy (pre-UL). We sepa-183

rately generated UL samples using the exact EXO-22-006 MadGraph setup and the parameters184

specified in the EXO-22-006 analysis note (AN-18-258). In addition, since the EXO-22-006 au-185

thors concentrate their attention on masses below ≈ 400 GeV, we have also generated samples186

at higher mass. In particular, we have a set of MC samples at different MX (100, 125, 150, 175,187

200, 250, 300, 350, 400, 450, 500, 550, 700, 750, 850, 1000, 1250, 1500, and 2000 GeV) for gµ = 0.17,188

gb = 0.02, δbs = 0.04 (these are the default parameters from AN-18-258).189

Reweighting of the BFF MC samples is described in SectionG.2.190

4.2.2 Background simulation191

In this analysis, the SM background is estimated directly from data as a continuum background192

in the mµµ spectrum parametrized by analytical functions (see Section 6.2). Thus, the search193

does not rely on MC simulation in order to estimate the background. However, SM background194

MC samples (listed Table 6) were used for the analysis strategy optimization, as well as to195

visually compare observed data to the expected background yields.196
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Sample name Cross section ( fb )
/ZToMuMu M-50To120 TuneCP5 13TeV-powheg-pythia8/*/* 2.11× 106

/ZToMuMu M-120To200 TuneCP5 13TeV-powheg-pythia8/*/* 2.06× 104

/ZToMuMu M-200To400 TuneCP5 13TeV-powheg-pythia8/*/* 2.89× 103

/ZToMuMu M-400To800 TuneCP5 13TeV-powheg-pythia8/*/* 2.52× 102

/ZToMuMu M-800To1400 TuneCP5 13TeV-powheg-pythia8/*/* 1.71× 101

/ZToMuMu M-1400To2300 TuneCP5 13TeV-powheg-pythia8/*/* 1.37
/ZToMuMu M-2300To3500 TuneCP5 13TeV-powheg-pythia8/*/* 8.18× 10−2

/ZToMuMu M-3500To4500 TuneCP5 13TeV-powheg-pythia8/*/* 3.19× 10−3

/ZToMuMu M-4500To6000 TuneCP5 13TeV-powheg-pythia8/*/* 2.79× 10−4

/ZToMuMu M-6000ToInf TuneCP5 13TeV-powheg-pythia8/*/* 9.57× 10−6

/TTTo2L2Nu TuneCP5 13TeV-powheg-pythia8/*/* 8.73× 104

/ST tW top 5f NoFullyHadronicDecays TuneCP5 13TeV-powheg-pythia8/*/* 1.96× 104

/ST tW antitop 5f NoFullyHadronicDecays TuneCP5 13TeV-powheg-pythia8/*/* 1.96× 104

/tZq ll 4f ckm NLO TuneCP5 13TeV-amcatnlo-pythia8/*/* 7.58× 101

/TTWJetsToLNu TuneCP5 13TeV-amcatnloFXFX-madspin-pythia8/*/* 2.04× 102

/TTZToLLNuNu M-10 TuneCP5 13TeV-amcatnlo-pythia8/*/* 2.53× 102

/ttHJetTobb M125 TuneCP5 13TeV amcatnloFXFX madspin pythia8/*/* 2.92× 102

/ttHJetToNonbb M125 TuneCP5 13TeV amcatnloFXFX madspin pythia8/*/* 2.16× 102

/WW TuneCP5 13TeV-pythia8/*/* 1.19× 105

/WZ TuneCP5 13TeV-pythia8/*/* 4.71× 104

/ZZ TuneCP5 13TeV-pythia8/*/* 1.65× 104

/DYBBJetsToLL M-50 TuneCP5 13TeV-madgraphMLM-pythia8/*’/* 9.78× 103

Table 6: The background MC samples used for the development of the analysis selection. Only
the first part of the sample name is given, while the * for the second and third part of the
name corresponds to the latest UL, NanoAOD v9 version of the samples available for each
of the 2016 APV and non-APV, 2017, and 2018 data periods. The cross section used for each
sample (including any potential branching fractions that need to be applied) is also quoted. The
DY+bb process is included for completeness using the only available version from NanoAOD
v7. Its contribution is negligible, and in order to avoid overlaps with the DY inclusive MC
samples, only events with two incoming gluons are counted. This corresponds to an effective
reduction in cross section by roughly 1/3 with respect to the original LO calculations.
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4.3 Triggers197

The HLT paths used for the data sets from the three years of data taking used in this analyses are198

listed in Table 7, and are used to select both data and simulated events. The HLT Mu50 is the199

main trigger path, selecting events that include at least one muon with pT > 50 GeV and |η| <200

2.4. The HLT TkMu50 path is used for contigency in 2016, applying the same requirements but201

on tracker muons. The pT threshold of this backup HLT path was raised to 100 GeV for 2017202

and 2018 (HLT TkMu100). In the meanwhile, a new L3 muon trigger algorithm, documented203

in [28], was used for the HLT Mu50 path after 2016. To recover some inefficiencies of the new204

algorithm at high pT that were related to its tuning at the first stages of its implementation, an205

HLT path using the old algorithm but with higher pT threshold (HLT OldMu100) is also used.206

The matching between reconstructed muons and the correspnding HLT objects are made with207

a ∆R < 0.02 requirement. The efficiency measurement for the combination of trigger paths208

mentioned above, as well as the calculation of the relevant data to MC scale factors have been209

performed centrally by the CMS Muon POG. Details on the efficiency and the scale factors can210

be found in [29–31] for 2016, 2017 and 2018, respectively.211

Table 7: The HLT paths used for the 2016, 2017, and 2018 data sets are listed. The version of the
trigger is suppressed.

2016

HLT (Tk)Mu50 v*

2017, 2018

HLT Mu50 v*

HLT (Tk,Old)Mu100 v*

4.4 ~pmiss
T filters212

A fraction of events in data is affected by the presence of cosmic rays, beam-gas interactions,213

and beam halo or calorimetric noise. Such features bias the missing transverse momentum214

(~pmiss
T ) calculation (Section 5.1) and are removed thanks to the dedicated filters developed by215

the JetMET POG [32]. The following filters are applied to both data and simulated events,216

according to the Run 2 recommendations [33]:217

• goodVertices;218

• globalSuperTightHalo2016Filter;219

• HBHENoiseFilter;220

• HBHENoiseIsoFilter;221

• EcalDeadCellTriggerPrimitiveFilter;222

• BadPFMuonFilter;223

• BadPFMuonDzFilter;224

• eeBadScFilter;225

• ecalBadCalibFilter (only 2017+2018);226

• hfNoisyHitsFilter (only 2017+2018).227
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5 Event reconstruction and selection228

The CMS event reconstruction is based on a particle-flow (PF) algorithm [34]. The algorithm229

combines information from all CMS subdetectors to identify charged and neutral hadrons, pho-230

tons, electrons, and muons, collectively referred to as PF candidates. Below, we describe the231

different identication and selection criteria of the physics objects used in this analysis.232

5.1 Jet reconstruction, b-tagging, and ~pmiss
T233

Each event must contain at least one reconstructed pp interaction vertex. The reconstructed234

vertex with the largest value of the summed p2
T of physics objects is taken to be the primary235

vertex. The physics objects are the objects reconstructed by the anti-kT jet finding algorithm [35–236

37] with a distance parameter of 0.4 and the associated tracks assigned to the vertex as inputs.237

The primary vertex is supposed to satisfy |z| < 24 cm and |ρ| < 2 cm in cylindrical geometry,238

and needs to have a number of degrees of freedom greater than 4, corresponding roughly to239

having two associated tracks. It is also required to be marked as valid and not fake vertex fits240

by the vertex reconstruction algorithm.241

The jets selected for the analysis are required to satisfy pT ≥ 20 GeV, unless otherwise speci-242

fied, and |η| < 2.5. They must also pass at least the tight jet identification criterion [38] and243

be separated from all selected leptons with a requirement on the distance parameter ∆R > 0.4,244

where (∆R)2 = (∆φ)2 + (∆η)2 is the distance between the two objects in the η − φ plane. Jets245

are tagged as b-tagged jets using the DeepJet algorithm [39, 40], which provides performance246

improvements over the DeepCSV algorithm [41, 42] by using approximately 650 input vari-247

ables related to PF candidates, vertexing and jet constitutents, and improved neural network248

training. The b-tagging algorithm applies to all jets with pT ≥ 20 GeV and |η| < 2.5. We249

consider medium and tight b-tagging in order to accept events in the analysis. These tagging250

requirements correspond to the ‘medium’ (∼ 76% b-tagging efficiency for 1% misidentifica-251

tion probability) and ‘tight’ (∼ 58% b-tagging efficiency for 0.1% misidentification probability)252

working points (WPs) of the BTV POG, respectively. The energy of the jets is corrected for the253

calorimetric energy scale (jet energy scale, JES, corrections, using tags listed in Table 8). The pT254

of the simulated jets are smeared further for the differences in resolution between the real and255

simulated data (jet energy resolution, JER, corrections, using tags listed in Table 9). However,256

the effect of such smearing is found to be negligible (see Appendix E.4). Potential discreepan-257

cies in the b-tagging efficiencies between data and simlation are corrected by using the latest258

BTV POG scale factor (SF) recommendations (method A) [43]. To this purpose, MC b-tagging259

efficiencies are computed using tt MC events (see Section 4.2.2).260

The missing transverse momentum, ~pmiss
T , is estimated from the negative of the vector sum of261

all transverse momenta of PF candidates, and its magnitude is denoted as pmiss
T [46]. The JES262

corrections applied on jets are propagated to ~pmiss
T (‘Type-1’ corrections) if the ratio of sum of263

charged and neutral electromagnetic energy enclosed within the jet to its uncorrected jet energy264

is less than or equal to 0.9, and the corrected jet momentum after the subtraction of PF muons265

is greater than 15 GeV. The JER corrections, as well as the xy-shift correction, aiming to reduce266

the φmissmodulation caused by detector effects, such as anisotropic detector responses, inactive267

calorimeter cells or tracking regions, the detector misalignment, the displacement of the beam268

spot, are also applied. The pileup-per-particle-identification (PUPPI) algorithm [47] is applied269

to reduce the pileup dependence of the ~pmiss
T observable. The ~pmiss

T is computed from the PF270

candidates weighted by their probability to originate from the primary interaction vertex [46].271

For runs after and including 319077 in 2018, the HEM 15/16 detectors are not operational.272

These subdetectors correspond to −3.2 < η < −1.3, −1.57 < φ < −0.87 in the η − φ plane.273
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Table 8: The jet energy correction tags for each year, separately for data and simulation [44].

2016 non-APV data sets

Data: Summer19UL16 RunBCDEFGH Combined V7 DATA

MC: Summer19UL16 V7 MC

2016 APV data sets

Data: Summer19UL16 RunBCDEFGH Combined V7 DATA

MC: Summer19UL16APV V7 MC

2017 data sets

Data: Summer19UL17 RunB V5 DATA

Summer19UL17 RunC V5 DATA

Summer19UL17 RunD V5 DATA

Summer19UL17 RunE V5 DATA

Summer19UL17 RunF V5 DATA

MC: Summer19UL17 V5 MC

2018 data sets

Data: Summer19UL18 RunA V5 DATA

Summer19UL18 RunB V5 DATA

Summer19UL18 RunC V5 DATA

Summer19UL18 RunD V5 DATA

MC: Summer19UL18 V5 MC

Table 9: The jet energy resolution tags for simulation of each year [45].

2016 non-APV data sets

MC: Summer20UL16 JRV3 MC

2016 APV data sets

MC: Summer20UL16APV JRV3 MC

2017 data sets

MC: Summer19UL17 JRV2 MC

2018 data sets

MC: Summer19UL18 JRV2 MC
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It is observed that there are less jets in this region after all event selection criteria are applied,274

and that pmiss
T has larger tails for events with at least one jet in this region. Therefore, events275

are vetoed if jets and/or electrons are found in this region (enlarged by 0.2 in η and φ for jets to276

account for the size of the jet cone) in the affected data taking runs. The same veto, referred to277

as ‘HEM veto’, is applied to simulated events, accounting for the fraction of affected data, and278

it leads to a decrease in the signal yield by at most 5% for the whole analyzed data set (2016–279

2018), independently of the dimuon mass (see Appendix D for more details on the performed280

checks).281

The pileup profile in the simulation is reweighted based on the instantaneous luminosity per282

bunch crossing per luminosity section as a function of the number of true pileup vertices. The283

inelastic pp collision cross section is taken to be 69.2 mb with a 4.6% uncertainty [48–50] (see284

Appendix E.1 for more details on the performed checks).285

5.2 Muons286

The methods and algorithms to reconstruct muons are described in detail in Ref. [51]. The basic287

muon identification criteria used in this analysis correspond to the cut-based ’high-pT’ identi-288

fication requirements [52], as well as longitudinal and transverse distance of closest approach289

requirements to increase selection purity of prompt muons. The identification criteria are as290

follows:291

• The muon must be reconstructed as a ‘global’ and ‘tracker’ muon.292

• The global muon track or the TuneP track should contain at least one valid muon hit293

in the muon system.294

• The tracker muon must be matched to segments in at least one muon station if:295

• the muon is passing through the barrel crack and less than two segments296

are expected, or297

• the muon station is not on the first layer of the muon system, or298

• the tracker muon is matched to one muon station on the first layer and299

more than two additional RPC layers.300

If none of these conditions is satisfied, the tracker muon must be matched to seg-301

ments in at least two muon stations.302

• The relative pT error δpT/pT is required to be smaller than 0.3 to ensure the quality303

of the pT measurement.304

• The best track of the muon should satisfy the longitudinal closest approach require-305

ment |dz| < 0.1 cm, and the transverse closest approach requirement |dxy| < 0.02 cm.306

The distance values are computed with respect to the primary vertex (PV) of the307

event.308

• The global muon track fit must include at least one hit from each of the pixel detector309

and the muon system.310

• The global muon track must have at least 6 tracker layers with hits in the fit.311

The muons used in this analysis are required to satisfy pµ
T ≥ 10 GeV and |η| < 2.4, with the312

muons selcted to form a dimuon resonance further required to satisfy pµ
T ≥ 53 GeV.313

All muons must pass a relative tracker-only isolation (I trk) requirement: the scalar sum of the314

pT of all other tracks in a cone of ∆R > 0.3, where (∆R)2 = (∆φ)2 + (∆η)2, excluding the315

tracker track of the muon, must be less than 5 GeV and less than 5% of the tracker track pT316

of the muon. To be used in the calculation of the tracker isolation, tracks have to be within317
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|dz| = 0.2 cm of the primary vertex with which the muon candidate is associated.318

A subset of the muon selection requirements used in this analysis are tighter than those recom-319

mended by the Muon POG in order to minimize backgrounds from non-prompt muons and320

cosmic rays:321

• we require the absolute muon tracker-ony isolation I trk < 5 GeV;322

• we require the muon transverse impact parameter |dxy| < 0.02 cm (instead of 0.2 cm);323

• we require the muon longitudinal impact parameter |dz| < 0.1 cm (instead of 0.5 cm).324

Such tighter requirements result in a reduction of the signal acceptance by less than 5%, inde-325

pendently of the signal mass hypothesis and signal model (see Appendix F).326

Since a number of the recommended requirements for the high-pT indentification do not make327

use of the PF algorithm, extra care needs to be taken when applying requirements on global-328

level variables. In addition, the muon pT assignment for this analysis is performed with the329

‘TuneP’ algorithm, which has better performance for the high-pT muons that this analysis tar-330

gets. A special procedure is utilized to account for possible differences in the only global-level331

variable used in the analysis, pmiss
T , due to the special muon reconstruction and pT assignment-332

ment algorithms implemented. The contribution of the selected muons is first excluded from333

the pmiss
T computation and it is then included back after the new pT assignmeent has been ap-334

plied. The ‘corrected’ pmiss
T is used for the event selection.335

5.3 Electrons336

The methods and algorithms to reconstruct electrons are described in detail in Refs. [53, 54].337

The identification requirements applied for electrons used in the analysis correspond to the338

‘veto’ cut-based criteria provided by the Egamma POG [55].339

Electron isolation is computed from the flux of particle flow candidates found within a cone of340

∆R < (10 GeV/ min(max(pe
T, 50 GeV), 200 GeV)) built around the lepton direction. The flux of341

particles is computed independently for the charged hadrons (Ich), neutral hadrons (Inh), and342

photon candidates (Iγ). The neutral hadron flux Inh is corrected for pileup by using the average343

energy density (ρ) due to pileup and underlying event in the central region of the detector, and344

an effective area correction (Ae
eff) to normalize this estimator in such a way that the isolation is345

independent of the number of pileup interactions. The values of Ae
eff vary between the |ηSC|346

range and are listed in Table 10. With these quantities, the electron isolation is therefore defined347

as:348

Ie
rel =

Ich + max(Inh + Iγ − Ae
eff × ρ, 0)

pe
T

, (4)

with pe
T in the denominator after electron energy corrections. The electrons used in this analysis349

are required to satisfy Ie
rel < 0.1, pe

T ≥ 10 GeV, |η| < 2.5, |dxy| < 0.2, and |dz| < 0.5.350

5.4 Isolated tracks351

Roughly 85% of all tau decays result in only one charged track, being an electron 17.8% or a352

muon roughly 17.4% of the time, and a charged pion or kaon for the remaining 50% [56]. A353

single charged hadron plus possibly multiple neutral pions is thus the single largest fraction of354

all visible tau decay products. As a result, vetoing isolated tracks would be the most powerful355

veto, with tracker isolation used in order to avoid having the neutral pion decay products count356
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Table 10: The effective area Ae
eff values used in each |ηSC| range to mitigate the dependence of

the isolation requirement on pileup. The same values are used in all three years.

|ηSC| range Ae
eff

< 1 0.1440

[1, 1.479) 0.1562

[1.479, 2) 0.1032

[2, 2.2) 0.0859

[2.2, 2.3) 0.1116

[2.3, 2.4) 0.1321

≥ 2.4 0.1654

towards the isolation sum. For the purpose of such a veto, isolated track are required to satisfy357

the following criteria:358

• The isolated track must be reconstructed as a PF candidate with |η| < 2.5.359

• |dxy| < 0.2 and |dz| < 0.1 cm with respect to the primary vertex (PV).360

• pT ≥ 5 (10) GeV for electrons or muons (charged hadrons).361

• Tracker-only isolation must be less than 20% (10%) of the isolated track pT for elec-362

trons or muons (charged hadrons).363
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5.5 Event selection364

The events used in the analysis are progressively selected based on the characteristics of the365

final state objects and global variables. The selection starts from muons, which are the central366

final state objects of the analysis. First, requirements are applied to individual muons to deter-367

mine the muon candidates that will form the final dimuon pair. Muons are required to have368

pT > 53 GeV and be within acceptance, i.e., |η| < 2.4. They are also required to be tracker369

muons and pass the high-pT identification criteria as well as the impact parameter and iso-370

lation criteria described in detail in Section 5.2. Unless at least two muons fulfill the above371

requirements, the event is discarded.372

Then, out of these candidates muons, the two highest pT ones are selected to form the final373

dimuon pair, provided they have opposite sign charge and one of them is matched to the trigger374

object that fired the HLT path within a cone of ∆R = 0.02. The three-dimensional angle between375

the two muons must be smaller than π− 0.02 to minimize the contribution of potential cosmic376

muons. In the case where any of the previously stated dimuon pair requirements fails, the next,377

higher in pT dimuon combination is tested. If no compatible pairs are found in an event, the378

event is discarded. The event is also discarded if the mass of the selected dimuon pair, mµµ , is379

less than 175 GeV.380

The pT spectra of the two selected muons, after the full event selection is applied, are shown in381

Fig. 5.382

Figure 5: Distribution of the (left) leading and (right) subleading muon pT, after the full event
selection is applied.

The signal is expected to have exactly two muons in the final state, coming from the decay of383

the Z′ boson. As a result, any events with a third muon with pT > 10 GeV and |η| < 2.4, passing384

the same single muon selection as the one mentioned above, are rejected. By the same logic,385

events with an electron with pT > 10 GeV and |η| < 2.5 and/or an isolated track, fulfilling the386

the requirements of Section 5.3 and Section 5.4, respectively, are also rejected, in order to reduce387

the contribution of the WZ process. Any of these extra leptons are considered, only if it is well388

separated by each of the selected muons, i.e. if they satisfy ∆R > 0.3 (size of isolation cone)389

from each muon.390

Events are required to have at least one tight b-tagged jet, fulfiling the conditions described in391

Section 5.1. All medium b-tagged jets are included in the multiplicity count Nb . More details392
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of event categorization are discussed in Section 6.1.393

No source of significant genuine ~pmiss
T is expected, except for neutrinos in the cases of semilep-394

tonic decays of the final state heavy flavor quarks. Thus, events with large missing transverse395

energy, pmiss
T > 250 GeV, when this is aligned (|∆φ| < 0.3) or anti-aligned (|∆φ| > π− 0.3) with396

any of the selected muons or b-tagged jets. This way events with largely misreconstructed397

muons or b-tagged jets are rejected. These requirements were chosen based on studies of tt398

and Drell Yan MC. They reject a few instances of pathological events, eg, mismeasured muons399

that result in spurious high mass pairs. They have negligible effect on the efficiency of the sig-400

nal under consideration, while at the same time preserving efficiency for possible other exotic401

signals with Z′ and genuine pmiss
T that we have no explicitly considered. The distribution of402

pmiss
T for simulated signal and background events is shown in Fig. 6 together with the dimuon403

invariant mass distributions, before and after this selection is applied.404

Figure 6: Distribution of (left) pmiss
T and (right) mµµ in the signal region, with Nb ≥ 1, (top)

before and (bottom) after rejecting events with pmiss
T > 250 GeV when ~pmiss

T is aligned (|∆φ| <
0.3) or anti-aligned (|∆φ| > π − 0.3) with any of the selected muons or b-tagged jets.

Finally, the invariant mass of the pair of each one of them and each of the selected muons405

(mµb) is calculated. The minimum mass of all the resulting pair combination, mmin
µb , is used as406

a handle to reduce the tt background, by requiring it to be greater than 175 GeV (mass of the407
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top quark). The distribution of mmin
µb for simulated signal and background events is shown in408

Fig. 7, together with the dimuon invariant mass distributions after this selection is applied.409

Figure 7: (Left) Distribution of mmin
µb in the signal region, with Nb ≥ 1, normalized to unity for

visualization. (Right) Disttributions of mµµ in the signal region, with Nb ≥ 1, after requiring
mmin

µb > 175 GeV.

The event selection requirements are summarized in Table 11.410



22

Table 11: The event selection requirements in the signal region are summarized. The different
rows list the requirements for each quantity as well as any other explanation for how they are
used.

Quantity Requirement

pµ
T > 53 GeV for both muons

|ηµ | < 2.4 for both muons

mµµ > 175 GeV

N` Exactly two muons passing identification criteria,

no extra lepton with pT > 10 GeV

Ntrk No µ or e (charged hadron) isolated track with pT > 5 (10)GeV

pj
T > 20 GeV

|ηj| < 2.5

Nb At least one tight b-tagged jet,

with possibly more medium b-tagged jets in counting

|∆θµµ | < π − 0.02

pmiss
T Event rejected if > 250 GeV,

and |∆φ
b or µ
miss | < 0.3 or |∆φ

b or µ
miss | > π − 0.3

with ∆φ
b or µ
miss between ~pT of the muon or b-tagged jets, and ~pmiss

T

mmin
µb > 175 GeV among all selected muons and b-tagged jets
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6 Analysis strategy411

Events selected as described in Section 5.5 are then categorized as described in Section 6.1. In412

each event category, the dimuon invariant mass (mµµ ) distributions of signal and SM back-413

ground are parametrized as described in Section 6.2, and the search is performed by fitting414

mass distributions to the sum of signal plus SM background models.415

6.1 Event categorization416

Events are categorized according to the number of b-tagged jets present in the final state, Nb .417

We define two categories: Nb = 1 and Nb ≥ 2. We also define an inclusive category with418

Nb ≥ 1 in model-independent constraints to become fully agnostic on the signal model and in419

the specifics of b quark production. A dedicated study (see details in Appendix C) is performed420

to optimize the b-tagging working points and pT requirements for jets in these categories. In421

both categories, there has to be at least one tight b-tagged jet. In the Nb ≥ 2 category, the422

additional b-tagged jets can be tagged according to the medium WP. The distribution of Nb for423

both the SM backgrounds and a few representative signal models, as obtained from simuation,424

is shown in Fig. 8.425

Figure 8: Distribution of Nb in the signal region, with Nb ≥ 1, normalized to unity for visual-
ization.

In addition to the signal region event categorization described above, two additional regions426

enriched in SM background and depleted in signal are defined:427

• DY-enriched region, defined with Nb = 0 and with no selection requirement on428

mmin
µb , that is enriched in DY SM background;429

• tt-enriched region, defined with Nb ≥ 1 and with an inverted requirement on mmin
µb430

with respect to the signal region selection (i.e., with mmin
µb < 175 GeV), that is en-431

riched in tt SM background.432

These additional regions are used to evaluate the goodness of the MC modeling of the muon433

kinematics in data, as shown in Appendix A and in Appendix B for the DY- and tt-enriched434

regions, respectively.435
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6.2 Likelihood parameterization436

The search is performed by fitting mass distributions in the various categories (Section 6.1) to437

the sum of signal plus SM background models. We target dimuon resonances whose intrinsic438

width Γ is assumed to be much narrower than the detector resolution, as shown in Fig. 9, where439

the signal dimuon mass resolution (σµµ
mass) is parametrized from the simulation as a function of440

the mass. We use the sum of a Gaussian function and a double-sided Crystal Ball function [57,441

58] to model signal mµµ distributions.442

Figure 9: The expected signal dimuon invariant mass resolutioon is shown as a function of the
mZ ′ mass hypothesis, together with the corresponding parametrization, in the event category
with Nb ≥ 1 for a number of representative signal models (top left) and for different Nb event
categories for the Y3 signal model, as an example (top right). The signal intrinsic width Γ is
also shown (bottom) as a function of the mZ ′ mass hypothesis for the same representative signal
models.

In each event category, the SM background is modeled in windows of ±10σ
µµ
mass around the443

considered signal mass hypothesis. A number of functional forms are considered in order to444

model the background mass distribution. These include Bernstein polynomials, exponential445

functions, and power law functions. For Bernstein polynomials, the best order in each mass446

window and event category is selected by means of a Fisher test [59]. First, the lowest order447
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(N) function is used to fit the data. Then, the next-order (N + 1) is used, and the difference448

2∆NLLN+1 = 2 (NLLN+1 −NLLN) (with NLL denoting the negative logarithm of the likeli-449

hood of the fit) is evaluated to determine whether the data support the need for a higher order450

function. This decision is based on the fact that 2∆NLLN+1 is asymptotically described by a χ2
451

distribution with M degrees of freedom, where M is the difference in the number of free param-452

eters in the (N + 1)th and Nth order functions. A p-value is calculated as PM
(
χ2 > 2∆NLLN+1

)
453

where PM
(
χ2

min
)

is the χ2 tail probability for M degrees of freedom. If the p-value is less than454

0.05, the higher order function is retained, since it is determined to significantly improve the455

description of the data. Once the best order N for each family of functions has been deter-456

mined, the corresponding functional forms are entered in an envelope then used in the discrete457

profiling method [60], where the choice of the background function is treated as a discrete nui-458

sance parameter in the fit to account for the uncertainty associated with the arbitrary choice459

of the function. For Bernstein polynomials, we also include orders N − 1 (if the selected best460

order N > 0) and N + 1 in the list of suitable functions. Typically, the selected best order N is461

≤ 2 and is smaller in event categories with a small number of observed events. In addition, we462

evaluate the goodness of the fit for each model based on a χ2 test statistic, which is converted463

into a p-value: models with p < 0.01 are not considered.464

The potential presence of a bias in the measurement of a signal due to the choice of the func-465

tional forms used to model the SM background will also be assessed, by means of pseudo-466

experiments. First, a varying amount of signal will be injected on top of the background gener-467

ated according to the selected functional form. Then, a background+signal fit will be performed468

allowing the signal yield to float freely. The bias will be quantified as the difference between469

the measured and injected signal yields relative to the statistical uncertainty in the measured470

signal yield.471

The results of the fits of the dimuon invariant mass distributions expected for representative472

signals in search bins with Nb ≥ 1 are shown in Fig. 10. The background-only fit results for the473

selected functional forms in the corresponding search bins with Nb ≥ 1 are shown in Figs. 11–474

16, using a toy MC dataset in place of the actual distribution in data.475
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Figure 10: The invariant mass distributions expected for the Y3 signal model in the event cate-
gory with Nb ≥ 1 are shown with mZ ′ = 200 (top left), 400 (top right), 700 (middle left), 1000
(middle right), 1500 (bottom left), and 2000 GeV (bottom right), together with the correspond-
ing fit results (blue).
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Figure 11: The invariant mass distribution expected for background (using a toy MC dataset)
in the event category with Nb ≥ 1 is shown in the search bin corresponding to mZ ′ = 200 GeV,
together with the fit resuts using a Bernstein polynmial model of the best selected order N = 0
(top left) and of order N + 1 (top right), an exponential model (bottom left) and a power-law
model (bottom right).
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Figure 12: The invariant mass distribution expected for background (using a toy MC dataset)
in the event category with Nb ≥ 1 is shown in the search bin corresponding to mZ ′ = 400 GeV,
together with the fit resuts using a Bernstein polynmial model of the best selected order N = 0
(top left) and of order N + 1 (top right), an exponential model (bottom left) and a power-law
model (bottom right).
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Figure 13: The invariant mass distribution expected for background (using a toy MC dataset)
in the event category with Nb ≥ 1 is shown in the search bin corresponding to mZ ′ = 700 GeV,
together with the fit resuts using a Bernstein polynmial model of the best selected order N = 0
(top left) and of order N + 1 (top right), an exponential model (bottom left) and a power-law
model (bottom right).
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Figure 14: The invariant mass distribution expected for background (using a toy MC dataset)
in the event category with Nb ≥ 1 is shown in the search bin corresponding to mZ ′ = 1000 GeV,
together with the fit resuts using a Bernstein polynmial model of the best selected order N = 0
(top left) and of order N + 1 (top right), an exponential model (bottom left) and a power-law
model (bottom right).



6. Analysis strategy 31

Figure 15: The invariant mass distribution expected for background (using a toy MC dataset)
in the event category with Nb ≥ 1 is shown in the search bin corresponding to mZ ′ = 1500 GeV,
together with the fit resuts using a Bernstein polynmial model of the best selected order N = 0
(top left) and of order N + 1 (top right), an exponential model (bottom left) and a power-law
model (bottom right).
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Figure 16: The invariant mass distribution expected for background (using a toy MC dataset)
in the event category with Nb ≥ 1 is shown in the search bin corresponding to mZ ′ = 2000 GeV,
together with the fit resuts using a Bernstein polynmial model of the best selected order N (top
left) and of order N + 1 (top right), an exponential model (bottom left) and a power-law model
(bottom right).
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6.3 Signal systematic uncertainties476

In this Section we discuss the systematic uncertainties in the analysis. For context, it is useful to477

keep in mind that, when operating in the Poisson regime, efficiency uncertainties in limit set-478

ting have very little effect, see for example Fig. 1 in Ref. [61]. These effects are often smaller than479

those introduced by the (arbitrary) choice of method used to calculate the limit itself (Bayesian,480

Classic Frequentist, Feldman-Cousins, various types of CLs, etc.), see for example [62].481

A systematic uncertainty equal to 1.6% in the expected signal yields arising from the uncer-482

tainty in the luminosity measurement is assessed [63–65]. Additionally, we evaluate the effect483

of all sources of uncertainty related to pileup modeling, trigger efficiency measurement, as well484

as physics object recontruction:485

• pileup modeling;486

• trigger efficiency measurement;487

• jet energy resolution (JER);488

• jet energy scale (JES);489

• b-tagging efficiency;490

• muon reconstruction, identification, and isolation.491

The effect of each source of uncertainty is described in detail in Appendix E. As described in492

Section 5.2, we select muons using tight requirements, that are tighter than the recommended493

ones. Such tighter requirements result in a reduction of the signal acceptance by less than 5%,494

independently of the signal mass hypothesis and signal model (see Appendix F). This reduction495

in signal acceptance is conservatively accounted for as an additional systematic uncertainty in496

the expected signal yield. Finally, we account for uncertainties resulting from the limited sizes497

of the simulated signal samples. Uncertainties arising from the choice of the PDF and of the498

renormalization and factorization scales used in the event generator are negligible compared499

to others.500

The resulting uncertainties are summarized in Table 12, together with their typical (range of)501

values. Uncertainties whose effect is measured to be negligible are omitted.502

Uncertainties arising from integrated luminosity, trigger efficiency, b-tagging efficiency, and503

muon reconstruction, identification and isolation are treated as correlated across event cate-504

gories. Other uncertainties are taken as uncorrelated. Since we find no significant difference505

between data and simulations in 2016, 2017 and 2018, data and simulations from different data506

taking periods are used as a whole, i.e., with full correlation across different data taking peri-507

ods.508

Table 12: Summary of uncertainties, with their typical (range of) values. Uncertainties whose
effect is measured to be negligible are omitted.

Source Normalization Shape
Nb = 1 Nb ≥ 2

Integrated luminosity 1.6% —
Trigger efficiency 1–5% —
JES 1–1.5% 2–5% —
b-tagging 1% 5% —
µ reconstruction, ID and isolation 2.5% —
Additional µ selection criteria 5% —
Limited MC size < 1% < 5% —
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7 Results509

7.1 Event yields and distributions510

The dimuon invariant mass distributions in each event category are shown in Fig. 17, as ob-511

tained from simulation for both the SM backgrounds and a few representative signal models.512

Figure 17: Distributions of mµµ in the signal regions with (left) Nb = 1 and (right) Nb ≥ 2, as
epected from simulation, for both the SM backgrounds and a few representative signal models.
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7.2 Interpretations513

Unbinned maximum likelihood fits to the data are performed simultaneously in all event cat-514

egories, under either background-only or background+signal hypotheses, using background515

and signal models and uncertainties described in Section 6.2. Additional log-normal con-516

straint terms are used to account for the uncertainties in the signal yields, when considered517

(Section 6.3).518

The combined fits for the signal and background are used to set 95% confidence level (CL)519

upper limits on the production cross section for the signal models under consideration. Limits520

are set using a modified frequentist approach, employing the CLs criterion [66–69]. These limits521

are then used, in conjunction with the theoretical cross section calculations, to exclude ranges522

of masses for the BSM particles of the signal models.523

For specific signal models, simultaneous fits in the event categories with Nb = 1 and Nb ≥ 2524

are performed. In order to set model-indepdendent constraints, fits are performed either inclu-525

sively in Nb , i.e., in the event category with Nb ≥ 1, or simultaneously in the event categories526

with Nb = 1 and Nb ≥ 2 varying the relative signal acceptance in each category to probe a527

range of hypotheses of signal production in association with b quarks.528

7.3 MC expected limits before unblinding529

In this Section we document the expected limits based on studies of MC data. We emphasize530

that the background in the analysis is taken directly from the mass distribution after unblind-531

ing. The overall background level used to extract the expected limits shown in this Section is532

taken from SM Monte Carlo. Thus the expected limits shown here may be a bit different from533

the final ones.534

Results are based on the procedure discussed in more detail in Section XX.535

7.3.1 Model independent limits536

Limits on the number of possible BSM events passing the requirements (SR1 + SR2) as a func-537

tion of mass and of the fraction ( f2) of BSM events in SR2 is shown in Fig. 18. The limit on the538

number of events is more stringent as f2 increases, since the background level in SR2 (Nb ≥ 2)539

is smaller.540

These limits are provided for “reinterpretation”. A phenomenologist interested in some Z′ BSM541

model not considered here should be able to use a MC event generator and a fast Delphes-like542

detector simulation to approximately predict the number of expected events in 138 fb−1 in SR1543

and SR2 for that BSM model. Then, the number of expected events and the expected f2 can be544

compared with the limits in Fig. 18 to decide whether the model is excluded by our analysis.545

7.3.2 Limits on models from the literature546

In this Section we present expected limits for the four models (Y3, DY3, DY′3, and B3 − L2) dis-547

cussed in Section 4.2.1.1. The expected yields in SR1 and SR2 for each model as a function of548

mass, θ23, and x = gX(1 TeV/MX), are obtained starting from the MC samples described in Sec-549

tion 4.2.1.1 and using the reweighting procedure described in Appendix G.1. These yields are550

then compared with the curves of Fig. 18 to obtain exclusion contours in the relevant parameter551

space.552

In Fig. 19 we show limits in the θ23 vs. x plane for a few choices of Z′ mass. Note that at a553

given mass the limit curve is almost independent of θ23. This can be understood by the fact554
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Figure 18: Expected limits on the number of detected BSM events as a function of mass and f2.
The quantity f2 is the fraction of BSM events passing the analsis that have at least two b tags.

.

Figure 19: Expected limits in the θ23 vs. x plane for the four models from the literature for a few
values of MX. For a given mass, the region to the right of the corresponding line is excluded.
In the case of the “Third Family Hypercharge” models (Y3, DY3, and DY′3) we superimpose the
allowed contours (at 68 and 95% confidence) from Fig. 3. Such a contour does not exist for the
B3 − L2 model. In this case the dashed line shows the preferred (and allowed!) value for θ23 as
a function of x.

.

that the bulk of the cross section in these models originates from the bbZ′ coupling which is555
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Figure 20: Expected limits in the x vs. mass plane for the four models from the literature. The
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Ref. [26]. The expected limits are computed at model-dependent values of θ23 listed in Table 4.
Limits are only show for the regions of parameter space where the Z′ width is smaller than
one-half the µµ invariant mass resolution.

.

independent of θ23.556

Neglecting the small θ23 dependence, it is then interesting to display the limits in the x vs.557

MX plane. These limits, shown in Fig. 20, can then also be compared with limits obtained by558

inclusive Z′ searches at the LHC. Note that as discussed in Appendix G.1 and shown in Fig.128,559

as x increases the expected width Γ of the Z′ can approach and exceeds the µµ invariant mass560

resolution σ. We are calculating limits in the “narrow width” approximation, ie, assuming561

that the width of the µµ invariant mass peak is dominated by resolution effects. When this562

assumption fails, the calculation of the limits would need a different treatment. For now we563

exclude from the plots in Fig. 20 points where Γ > 2σ.564
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8 Summary565

A search for high-mass dimuon resonance production in association with one or more b quark566

jets is presented, using data collected with the CMS experiment at the LHC that correspond to567

an integrated luminosity of 138 fb−1 at a center-of-mass energy of 13 TeV. Model-independent568

constraints are derived on the numbers of events with Nb = 1 and≥ 2, and also their total with569

≥ 1. The constraints are presented as a function of the analyzed Z′ mass values mZ ′ . Results570

are also interpreted in terms of models that involve possible Z′sb, Z′bb, and Z′µµ couplings,571

with the constraints presented in terms of the coupling strength gX, the b-s mixing angle θsb .572

and mZ ′ .573
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A. DY-enriched region 43

A DY-enriched region761

To validate the muon kinematic distributions in the simulation, a region enriched in the DY762

process is constructed. This region, referred to as ‘DY-enriched region’, is orthogonal to the763

search regions of this analysis by requiring that the number of medium b-tagged jets is equal764

to zero. The pT, η and absolute isolation variable of the leading and subleading muon of the765

analysis are shown in Figs. 21 and 22 respectively. The agreement between data and simulation766

is remarkable over the full range for all the variables.767

Figure 21: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading muon in the DY-enriched region.

Figure 23 shows the dimuon mass spectrum from 175 to 3000 GeV, for which the simulation is768

also found in excellent agreement with the data.769
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Figure 22: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading muon in the DY-enriched region.

Figure 23: Distribution of dimuon mass spectrum, mµµ , in the DY-enriched region.
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Finally, Fig. 24 shows the PUPPI pmiss
T magnitude (left) and φ (right) in the DY-enriched re-770

gion. The data and simulation are found in agreement, overall, for both distrbutions. Five data771

events are observed over the simulation at very large PUPPI pmiss
T , larger than 550 GeV. These772

events were explictly inspected to understand their origin. They have similarly high values773

of PF pmiss
T , which, in four out of the five cases, originates from a jet anti-aligned to the pmiss

T774

in the transverse plane. In the search region of the analysis, a requirement is applied to reject775

such events with pmiss
T > 250 GeV when it is (anti-)aligned with one of the b-tagged jets. This776

requirement is (expected to be) ineffective in th DY-enriched region, due to the absenc of b-777

tagged jets. The dimuon invariant mass in these events was also calculated and, in all of the778

cases, was found to be below 265 GeV, i.e., in a region of the dimuon mass spectrum where779

five events do not affect the level of agreement that we are trying to establish. Finally, it was780

verified that the high values of pmiss
T are not connected to any muon misreconstruction related781

to the ‘tuneP’ algorithm, as the ratio of pµ
T values from this algorithm and from default muon782

reconstruction is compatible with unity within 1%.783

Figure 24: Distributions of pmiss
T magnitude (left) and φ (right) in the DY-enriched region.

In the following, the same distributions are shown separately for each year of data taking.784
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A.1 2016 data taking785

The pT, η and absolute isolation variable of the leading and subleading muon of the analysis786

are shown in Figs. 25 and 26 respectively, for 2016 data and simulation. The agreement between787

data and simulation is remarkable over the full range for all the variables.788

Figure 25: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading muon in the DY-enriched region, for 2016 data and simulation.

Figure 27 shows the dimuon mass spectrum as obtained from 2016 data and simulation, from789

175 to 3000 GeV, for which the simulation is also found in excellent agreement with the data.790
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Figure 26: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading muon in the DY-enriched region, for 2016 data and simulation.

Figure 27: Distribution of dimuon mass spectrum, mµµ , in the DY-enriched region, for 2016
data and simulation.
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Finally, Fig. 28 shows the PUPPI pmiss
T magnitude (left) and φ (right) in the DY-enriched region,791

for 2016 data and simulation. The data and simulation are found in agreement, overall, for792

both distrbutions.793

Figure 28: Distributions of pmiss
T magnitude (left) and φ (right) in the DY-enriched region, for

2016 data and simulation.
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A.2 2017 data taking794

The pT, η and absolute isolation variable of the leading and subleading muon of the analysis795

are shown in Figs. 29 and 30 respectively, for 2017 data and simulation. The agreement between796

data and simulation is remarkable over the full range for all the variables.797

Figure 29: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading muon in the DY-enriched region, for 2017 data and simulation.

Figure 31 shows the dimuon mass spectrum as obtained from 2017 data and simulation, from798

175 to 3000 GeV, for which the simulation is also found in excellent agreement with the data.799
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Figure 30: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading muon in the DY-enriched region, for 2017 data and simulation.

Figure 31: Distribution of dimuon mass spectrum, mµµ , in the DY-enriched region, for 2017
data and simulation.
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Finally, Fig. 32 shows the PUPPI pmiss
T magnitude (left) and φ (right) in the DY-enriched region,800

for 2017 data and simulation. The data and simulation are found in agreement, overall, for801

both distrbutions.802

Figure 32: Distributions of pmiss
T magnitude (left) and φ (right) in the DY-enriched region, for

2017 data and simulation.
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A.3 2018 data taking803

The pT, η and absolute isolation variable of the leading and subleading muon of the analysis804

are shown in Figs. 33 and 34 respectively, for 2018 data and simulation. The agreement between805

data and simulation is remarkable over the full range for all the variables.806

Figure 33: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading muon in the DY-enriched region, for 2018 data and simulation.

Figure 35 shows the dimuon mass spectrum as obtained from 2018 data and simulation, from807

185 to 3000 GeV, for which the simulation is also found in excellent agreement with the data.808
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Figure 34: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading muon in the DY-enriched region, for 2018 data and simulation.

Figure 35: Distribution of dimuon mass spectrum, mµµ , in the DY-enriched region, for 2018
data and simulation.
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Finally, Fig. 36 shows the PUPPI pmiss
T magnitude (left) and φ (right) in the DY-enriched region,809

for 2018 data and simulation. The data and simulation are found in agreement, overall, for810

both distrbutions.811

Figure 36: Distributions of pmiss
T magnitude (left) and φ (right) in the DY-enriched region, for

2018 data and simulation.
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B tt-enriched region812

To validate the muon kinematic distributions in the simulation, a region enriched in the tt813

process is constructed. This region, referred to as ‘tt-enriched region’, is orthogonal to the814

search regions of this analysis by inverting the selection requirement on mmin
µb , i.e., by requiring815

mmin
µb < 175 GeV. The tt-enriched region is fully unblinded for dimuon masses greater than816

350 GeV to minimize any potential overlap with the EXO-22-006 analysis.817

Since this validation region also includes b-tagged jets, Fig. 37 shows the values of Nb , in which818

excellent agreement between data and simulation is observed. The distributions of some basic819

variables for the selected muons, b-tagged jets and pmiss
T in this region are first presented inclu-820

sively in terms of Nb (Figs. 38–43), and then in the analysis categories based on Nb (Sections B.1821

and B.2).822

Figure 37: Distribution of the number of selected b-tagged jets, Nb , in the tt-enriched region.

The pT, η and absolute isolation variable of the leading and subleading muon of the analysis823

are shown in Figs. 38 and 39 respectively. Figs. 40 and 40 show the pT and η variables of the824

leading and subleading b-tagged jet respectively. The agreement between data and simulation825

is remarkable over the full range for all the variables.826

Figure 42 shows the dimuon mass spectrum, for which the simulation is also found in excellent827

agreement with the data.828

Finally, Fig. 43 shows the PUPPI pmiss
T magnitude (left) and φ (right) in the tt-enriched region.829

The data and simulation are found in agreement, overall, for both distrbutions.830
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Figure 38: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading muon in the tt-enriched region.



B. ttbar-enriched region 57

Figure 39: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading muon in the tt-enriched region.
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Figure 40: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading b-tagged jet in the tt-enriched region.

Figure 41: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading b-tagged jet in the tt-enriched region.
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Figure 42: Distribution of dimuon mass spectrum, mµµ , in the tt-enriched region.

Figure 43: Distributions of pmiss
T magnitude (left) and φ (right) in the tt-enriched region.
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B.1 Nb = 1 category831

Figure 44: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading muon in the tt-enriched region for Nb = 1.
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Figure 45: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading muon in the tt-enriched region for Nb = 1.

Figure 46: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading b-tagged jet in the tt-enriched region for Nb = 1.
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Figure 47: Distribution of dimuon mass spectrum, mµµ , in the tt-enriched region for Nb = 1.

Figure 48: Distributions of pmiss
T magnitude (left) and φ (right) in the tt-enriched region for

Nb = 1.
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B.2 Nb > 1 category832

Figure 49: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading muon in the tt-enriched region for Nb > 1.
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Figure 50: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading muon in the tt-enriched region for Nb > 1.
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Figure 51: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
leading b-tagged jet in the tt-enriched region for Nb > 1.

Figure 52: Distributions of pT (upper left), η (upper right) and absolute isolation (lower) of the
subleading b-tagged jet in the tt-enriched region for Nb > 1.
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Figure 53: Distribution of dimuon mass spectrum, mµµ , in the tt-enriched region for Nb > 1.

Figure 54: Distributions of pmiss
T magnitude (left) and φ (right) in the tt-enriched region for

Nb > 1.
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C On the optimization of the b-tagging working points833

As described in Section 6.1, we define two mutually exclusive event categories based on the834

number of b-tagged jets (Nb = 1 and Nb ≥ 2). The b-tagging working points as well as835

the minimum pT threshold for b-tagged jet counting are the result of an optimization study836

described here.837

The optimization is based on the the 95% CL expected exclusion limits [66–69] on the number838

of signal events resulting from a two-bin counting experiment (Nb = 1 and Nb ≥ 2). Limits are839

calculated across signal models and Z′ mass (mZ ′) hypotheses, with event counts based on MC840

simulation for both signal and background being drawn from a window in mµµ around the mZ ′841

hypothesis under test.842

First, we optimized the Nb = 1 category with respect to the b-tagging working point and the843

minimum pT of the b-tagged jets. For this optimization, we considered the ‘medium’ and ‘tight’844

b-tagging working points, and a minimum b-tagged jet pT of either 20 or 30 GeV, finding that845

the most stringent exclusion limits are achieved by requiring the b-tagged jet with pT > 20 GeV846

be tagged according to the ‘tight’ working point.847

Using this intermediate result, in the combined optimization of the Nb = 1 and Nb ≥ 2 cat-848

egories we imposed a minimum pT threshold of 20 GeV for all b-tagged jets and considered849

three different combinations of b-tagging working points, where one b-tagged jet must always850

be tagged according to the ‘tight’ working point. The three combinations are listed in Table 13.851

Table 13: Definitions of the three combinations of b-tagging working points (WP) considered
for the combined optimization of the Nb = 1 and Nb ≥ 2 event catgories. In all combinations,
one b-tagged jet is required to be tagged accordding to the ‘tight’ working point, with pT >
20 GeV.

Option Nb = 1 Nb ≥ 2
1 1 ‘tight’-WP b jet + ≥ 1 ‘tight’-WP b jets
2 1 ‘tight’-WP b jet + ≥ 1 ‘medium’-WP b jets
3 1 ‘tight’-WP b jet + ≥ 1 ‘loose’-WP b jets

We then computed the expected 95% CL limits on the number of signal events for a number of852

representative signal models and Z′ mass hypotheses for the combination of the Nb = 1 and853

Nb ≥ 2 categories under test. The results are summarized in Table 14.854

Based on the expected limits across signal models and Z′ mass hypotheses, we found that the855

optimal b-tagging working point combination is achieved for option 2 of Table 13:856

• in the Nb = 1 category, we require the presence of (exactly) one tight b jet with857

pT > 20 GeV tagged according to the ‘tight’ working point;858

• in the Nb ≥ 2 category, we require the presence of additional medium b jets with859

pT > 20 GeV tagged according to the ‘medium’ working point.860
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Table 14: Expected 95% CL limits on the number of signal events for representative signal
models and mZ ′ hypotheses, as obtained from the combination of the Nb = 1 and Nb ≥ 2
categories under test (see Table 13).

mZ ′ = 200 GeV
Option Y3 DY3 DY′3 B3 − L2

1 56.9 56.9 56.4 56.6
2 48.8 48.8 49.1 49.1
3 45.8 45.8 45.7 45.7

mZ ′ = 400 GeV
Option Y3 DY3 DY′3 B3 − L2

1 26.0 26.0 26.0 26.0
2 25.0 25.0 25.0 24.8
3 24.4 24.4 24.4 24.3

mZ ′ = 700 GeV
Option Y3 DY3 DY′3 B3 − L2

1 18.9 19.0 18.9 18.9
2 18.3 18.4 18.3 18.3
3 20.4 20.4 20.3 20.3

mZ ′ = 1000 GeV
Option Y3 DY3 DY′3 B3 − L2

1 12.8 12.8 12.8 12.8
2 12.9 12.9 12.9 12.9
3 14.3 14.3 14.3 14.3

mZ ′ = 1500 GeV
Option Y3 DY3 DY′3 B3 − L2

1 10.8 10.7 10.7 10.7
2 12.1 12.1 12.1 12.1
3 11.9 11.9 11.9 11.9

mZ ′ = 2000 GeV
Option Y3 DY3 DY′3 B3 − L2

1 9.3 9.3 9.3 9.3
2 10.2 10.2 10.2 10.2
3 10.1 10.1 10.1 10.1
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D On the effect of the HEM 15/16 veto on signal acceptance861

As described in Section 5.1, for runs after and including 319077 in 2018, the HEM 15/16 detec-862

tors are not operational. These subdetectors correspond to −3.2 < η < −1.3, −1.57 < φ <863

−0.87 in the η − φ plane. It is observed that there are less jets in this region after all event se-864

lection criteria are applied, and that pmiss
T has larger tails for events with at least one jet in this865

region. Therefore, events are vetoed if jets and/or electrons are found in this region (enlarged866

by 0.2 in η and φ for jets to account for the size of the jet cone) in the affected data taking runs.867

The same veto, referred to as ‘HEM veto’, is applied to simulated events, accounting for the868

fraction of affected data, and it leads to a decrease in the signal yield by at most 5% for the869

whole analyzed data set (2016–2018), independently of the dimuon mass.870

Figures 55–57 show the effect of the HEM veto for a few representative signal models, for 2018871

only. The reduction in signal acceptance by roughly 12–13% in 2018 is independent of the872

signal mass hypothesis and of the Nb event category. Over the full data set in use (2016–2018),873

the reduction in signal accptance from the HEM veto is . 5%. No statistically significant effect874

is found on the shape of the signal expected dimuon invariant mass distribution.875
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Figure 55: The effect on the expected signal yield and signal mµµ shape from the application
of the HEM veto is shown, as measured in a representative 2018 signal MC sample (Y3, with
mZ ′ = 200 GeV), after the full event selection, in event categories with Nb = 1 (top left), Nb ≥
2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black
histogram represents the signal dimuon invariant mass distribution without HEM veto. The
red histogram represents the same distribution once the veto is applied. Both distributions are
normalized to the area of the histogram with no veto applied.
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Figure 56: The effect on the expected signal yield and signal mµµ shape from the application
of the HEM veto is shown, as measured in a representative 2018 signal MC sample (Y3, with
mZ ′ = 700 GeV), after the full event selection, in event categories with Nb = 1 (top left), Nb ≥
2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black
histogram represents the signal dimuon invariant mass distribution without HEM veto. The
red histogram represents the same distribution once the veto is applied. Both distributions are
normalized to the area of the histogram with no veto applied.
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Figure 57: The effect on the expected signal yield and signal mµµ shape from the application
of the HEM veto is shown, as measured in a representative 2018 signal MC sample (Y3, with
mZ ′ = 1500 GeV), after the full event selection, in event categories with Nb = 1 (top left),
Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black
histogram represents the signal dimuon invariant mass distribution without HEM veto. The
red histogram represents the same distribution once the veto is applied. Both distributions are
normalized to the area of the histogram with no veto applied.
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E On the effect of systematic uncertainties876

In the following, we evaluate the effect of all sources of uncertainty related to pileup modeling,877

trigger efficiency measurement, as well as physics object recontruction on the signal MC:878

• pileup modeling;879

• trigger efficiency measurement;880

• jet energy resolution;881

• jet energy scale;882

• b-tagging efficiency;883

• muon reconstruction, identification, and isolation.884

Based on the measured effect, corresponding systematic uncertainties are assessed in the ex-885

pected signal yield and/or in the expected signal mµµ shape.886

E.1 Uncertainty in pileup modeling887

Figures 58–60 show the effect of the propagation of the upward uncertainty in the minimum888

bias cross section used for the MC pileup profile [19], for a few representative signal models.889

Similarly, Figs. 61–63 show the effect of the propagation of the downward uncertainty in the890

minimum bias cross section used for the MC pileup profile, for the same signal models.891

The effect in the signal yield is negligible compared to the statistical uncertainties, and subdom-892

inat with respect to other systematic uncertainties. No statistically significant effect is found on893

the shape of the signal expected dimuon invariant mass distribution. Thus, no dedicated sys-894

tematic uncertainty in the pileup modeling is assessed.895
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Figure 58: The effect of the propagatation of the upward uncertainty in the minimum bias cross
section used for the pileup profile on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal
dimuon invariant mass distribution using the nominal value of the minimum bias cross section
(equal to 69.2 mb) for the MC pileup profile. The red histogram represents the same distribution
using a minimum bias cross section equal to the nominal value plus the uncertainty (4.6%) in its
measurement (equal to 72.4 mb). Both distributions are normalized to the area of the nominal
histogram.
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Figure 59: The effect of the propagatation of the upward uncertainty in the minimum bias cross
section used for the pileup profile on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal
dimuon invariant mass distribution using the nominal value of the minimum bias cross section
(equal to 69.2 mb) for the MC pileup profile. The red histogram represents the same distribution
using a minimum bias cross section equal to the nominal value plus the uncertainty (4.6%) in its
measurement (equal to 72.4 mb). Both distributions are normalized to the area of the nominal
histogram.
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Figure 60: The effect of the propagatation of the upward uncertainty in the minimum bias cross
section used for the pileup profile on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal
dimuon invariant mass distribution using the nominal value of the minimum bias cross section
(equal to 69.2 mb) for the MC pileup profile. The red histogram represents the same distribution
using a minimum bias cross section equal to the nominal value plus the uncertainty (4.6%) in its
measurement (equal to 72.4 mb). Both distributions are normalized to the area of the nominal
histogram.
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Figure 61: The effect of the propagatation of the downward uncertainty in the minimum bias
cross section used for the pileup profile on the expected signal yield and signal mµµ shape is
shown, as measured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after
the full event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and
Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents
the signal dimuon invariant mass distribution using the nominal value of the minimum bias
cross section (equal to 69.2 mb) for the MC pileup profile. The red histogram represents the
same distribution using a minimum bias cross section equal to the nominal value minus the
uncertainty (4.6%) in its measurement (equal to 66.0 mb). Both distributions are normalized to
the area of the nominal histogram.
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Figure 62: The effect of the propagatation of the downward uncertainty in the minimum bias
cross section used for the pileup profile on the expected signal yield and signal mµµ shape is
shown, as measured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after
the full event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and
Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents
the signal dimuon invariant mass distribution using the nominal value of the minimum bias
cross section (equal to 69.2 mb) for the MC pileup profile. The red histogram represents the
same distribution using a minimum bias cross section equal to the nominal value minus the
uncertainty (4.6%) in its measurement (equal to 66.0 mb). Both distributions are normalized to
the area of the nominal histogram.
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Figure 63: The effect of the propagatation of the downward uncertainty in the minimum bias
cross section used for the pileup profile on the expected signal yield and signal mµµ shape is
shown, as measured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after
the full event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and
Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents
the signal dimuon invariant mass distribution using the nominal value of the minimum bias
cross section (equal to 69.2 mb) for the MC pileup profile. The red histogram represents the
same distribution using a minimum bias cross section equal to the nominal value minus the
uncertainty (4.6%) in its measurement (equal to 66.0 mb). Both distributions are normalized to
the area of the nominal histogram.
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E.2 Uncertainty in trigger efficiency896

Figures 64–66 show the effect of the propagation of the upward uncertainty in the trigger ef-897

ficiency measurement [70–72] for a few representative signal models. Similarly, Figs. 67–69898

show the effect of the propagation of the downward uncertainty in the trigger efficiency mea-899

surement for the same signal models.900

The effect in the signal yield is increasing at increasing mZ ′ , ranging roughly from 1% at mZ ′ =901

200 GeV to 5% at mZ ′ = 2000 GeV, independently of Nb . No statistically significant effect is902

found on the shape of the signal expected dimuon invariant mass distribution. Thus, a dedi-903

cated systematic uncertainty in the expected signal yield is assessed.904

Figure 64: The effect of the propagatation of the upward uncertainty in the trigger efficiency
measurement on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection, in
event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the
sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass
distribution using the central value of the trigger data/MC scale factors. The red histogram
represents the same distribution using the central value plus the corresponding uncertainty.
Both distributions are normalized to the area of the nominal histogram.
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Figure 65: The effect of the propagatation of the upward uncertainty in the trigger efficiency
measurement on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection, in
event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the
sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass
distribution using the central value of the trigger data/MC scale factors. The red histogram
represents the same distribution using the central value plus the corresponding uncertainty.
Both distributions are normalized to the area of the nominal histogram.
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Figure 66: The effect of the propagatation of the upward uncertainty in the trigger efficiency
measurement on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the
sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass
distribution using the central value of the trigger data/MC scale factors. The red histogram
represents the same distribution using the central value plus the corresponding uncertainty.
Both distributions are normalized to the area of the nominal histogram.
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Figure 67: The effect of the propagatation of the downward uncertainty in the trigger efficiency
measurement on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection, in
event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the
sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass
distribution using the central value of the trigger data/MC scale factors. The red histogram
represents the same distribution using the central value minus the corresponding uncertainty.
Both distributions are normalized to the area of the nominal histogram.
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Figure 68: The effect of the propagatation of the downward uncertainty in the trigger efficiency
measurement on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection, in
event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the
sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass
distribution using the central value of the trigger data/MC scale factors. The red histogram
represents the same distribution using the central value minus the corresponding uncertainty.
Both distributions are normalized to the area of the nominal histogram.
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Figure 69: The effect of the propagatation of the downward uncertainty in the trigger efficiency
measurement on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the
sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass
distribution using the central value of the trigger data/MC scale factors. The red histogram
represents the same distribution using the central value minus the corresponding uncertainty.
Both distributions are normalized to the area of the nominal histogram.
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E.3 Uncertainty in L1 prefire weight905

Figures 70–72 show the effect of the propagation of the upward statistical uncertainty in the906

L1 prefire weight [73] for a few representative signal models. Similarly, Figs. 73–75 show the907

effect of the propagation of the downward statistical uncertainty in the L1 prefire weight for908

the same signal models.909

The effect in the signal yield is negligible compared to the statistical uncertainties, and subdom-910

inat with respect to other systematic uncertainties. No statistically significant effect is found on911

the shape of the signal expected dimuon invariant mass distribution. Thus, no dedicated sys-912

tematic uncertainty arising from the statistical uncertainty in the L1 prefire weight is assessed.913

Figure 70: The effect of the propagatation of the upward statistical uncertainty in the L1 prefire
weight on the expected signal yield and signal mµµ shape is shown, as measured in a rep-
resentative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection, in
event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invari-
ant mass distribution using the nominal L1 prefire weights. The red histogram represents the
same distribution using the nominal value plus the corresponding statistical uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 71: The effect of the propagatation of the upward statistical uncertainty in the L1 prefire
weight on the expected signal yield and signal mµµ shape is shown, as measured in a rep-
resentative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection, in
event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invari-
ant mass distribution using the nominal L1 prefire weights. The red histogram represents the
same distribution using the nominal value plus the corresponding statistical uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 72: The effect of the propagatation of the upward statistical uncertainty in the L1 prefire
weight on the expected signal yield and signal mµµ shape is shown, as measured in a repre-
sentative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection, in
event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invari-
ant mass distribution using the nominal L1 prefire weights. The red histogram represents the
same distribution using the nominal value plus the corresponding statistical uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 73: The effect of the propagatation of the downward statistical uncertainty in the L1
prefire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant
mass distribution using the nominal L1 prefire weights. The red histogram represents the same
distribution using the nominal value minus the corresponding statistical uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 74: The effect of the propagatation of the downward statistical uncertainty in the L1
prefire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant
mass distribution using the nominal L1 prefire weights. The red histogram represents the same
distribution using the nominal value minus the corresponding statistical uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 75: The effect of the propagatation of the downward statistical uncertainty in the L1
prefire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant
mass distribution using the nominal L1 prefire weights. The red histogram represents the same
distribution using the nominal value minus the corresponding statistical uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figures 76–78 show the effect of the propagation of the upward systematic uncertainty in the914

L1 prefire weight for a few representative signal models. Similarly, Figs. 79–81 show the effect915

of the propagation of the downward systematic uncertainty in the L1 prefire weight for the916

same signal models.917

The effect in the signal yield is negligible compared to the statistical uncertainties, and subdom-918

inat with respect to other systematic uncertainties. No statistically significant effect is found on919

the shape of the signal expected dimuon invariant mass distribution. Thus, no dedicated sys-920

tematic uncertainty arising from the systematic uncertainty in the L1 prefire weight is assessed.921

Figure 76: The effect of the propagatation of the upward systematic uncertainty in the L1 pre-
fire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invari-
ant mass distribution using the nominal L1 prefire weights. The red histogram represents the
same distribution using the nominal value plus the corresponding systematic uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 77: The effect of the propagatation of the upward systematic uncertainty in the L1 pre-
fire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invari-
ant mass distribution using the nominal L1 prefire weights. The red histogram represents the
same distribution using the nominal value plus the corresponding systematic uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 78: The effect of the propagatation of the upward systematic uncertainty in the L1 pre-
fire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invari-
ant mass distribution using the nominal L1 prefire weights. The red histogram represents the
same distribution using the nominal value plus the corresponding systematic uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 79: The effect of the propagatation of the downward systematic uncertainty in the L1
prefire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant
mass distribution using the nominal L1 prefire weights. The red histogram represents the same
distribution using the nominal value minus the corresponding systematic uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 80: The effect of the propagatation of the downward systematic uncertainty in the L1
prefire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant
mass distribution using the nominal L1 prefire weights. The red histogram represents the same
distribution using the nominal value minus the corresponding systematic uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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Figure 81: The effect of the propagatation of the downward systematic uncertainty in the L1
prefire weight on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the signal dimuon invariant
mass distribution using the nominal L1 prefire weights. The red histogram represents the same
distribution using the nominal value minus the corresponding systematic uncertainty. Both
distributions are normalized to the area of the nominal histogram.
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E.4 Uncertainty in jet energy resolution922

The impact of jet energy resolution (JER) [45] on the expected signal mµµ distribution is shown923

in Figs. 82–84 for a few representative signal models. The impact is negligible compared to924

statistical uncertainties, showing that this analysis has no dependency on JER.925

Figures 85–87 show the effect of the propagation of the upward uncertainty in the JER for a926

few representative signal models. Similarly, Figs. 88–90 show the effect of the propagation927

of the downward uncertainty in the JER for the same signal models. The effect in the signal928

yield is negligible compared to the statistical uncertainties, and subdominat with respect to929

other systematic uncertainties. No statistically significant effect is found on the shape of the930

signal expected dimuon invariant mass distribution. Thus, no dedicated systematic uncertainty931

arising from the uncertainty in the JER is assessed.932
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Figure 82: The effect of the propagatation of the JER on the expected signal yield and sig-
nal mµµ shape is shown, as measured in a representative signal MC sample (B3-L2, with
mZ ′ = 200 GeV), after the full event selection, in event categories with Nb = 1 (top left), Nb ≥ 2
(top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram
represents the nominal signal dimuon invariant mass distribution. The red histogram repre-
sents the same distribution once the JER is propagated. Both distributions are normalized to
the area of the nominal histogram.
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Figure 83: The effect of the propagatation of the JER on the expected signal yield and sig-
nal mµµ shape is shown, as measured in a representative signal MC sample (B3-L2, with
mZ ′ = 700 GeV), after the full event selection, in event categories with Nb = 1 (top left), Nb ≥ 2
(top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram
represents the nominal signal dimuon invariant mass distribution. The red histogram repre-
sents the same distribution once the JER is propagated. Both distributions are normalized to
the area of the nominal histogram.



E. On the effect of systematic uncertainties 101

Figure 84: The effect of the propagatation of the JER on the expected signal yield and sig-
nal mµµ shape is shown, as measured in a representative signal MC sample (B3-L2, with
mZ ′ = 1500 GeV), after the full event selection, in event categories with Nb = 1 (top left),
Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The
black histogram represents the nominal signal dimuon invariant mass distribution. The red
histogram represents the same distribution once the JER is propagated. Both distributions are
normalized to the area of the nominal histogram.
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Figure 85: The effect of the propagatation of the upward uncertainty in the JER on the expected
signal yield and signal mµµ shape is shown, as measured in a representative signal MC sample
(B3-L2, with mZ ′ = 200 GeV), after the full event selection, in event categories with Nb = 1
(top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥
2). The black histogram represents the nominal signal dimuon invariant mass distribution.
The red histogram represents the same distribution once the upward uncertainty in the JER is
propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 86: The effect of the propagatation of the upward uncertainty in the JER on the expected
signal yield and signal mµµ shape is shown, as measured in a representative signal MC sample
(B3-L2, with mZ ′ = 700 GeV), after the full event selection, in event categories with Nb = 1
(top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥
2). The black histogram represents the nominal signal dimuon invariant mass distribution.
The red histogram represents the same distribution once the upward uncertainty in the JER is
propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 87: The effect of the propagatation of the upward uncertainty in the JER on the expected
signal yield and signal mµµ shape is shown, as measured in a representative signal MC sample
(B3-L2, with mZ ′ = 1500 GeV), after the full event selection, in event categories with Nb = 1
(top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥
2). The black histogram represents the nominal signal dimuon invariant mass distribution.
The red histogram represents the same distribution once the upward uncertainty in the JER is
propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 88: The effect of the propagatation of the downward uncertainty in the JER on the ex-
pected signal yield and signal mµµ shape is shown, as measured in a representative signal MC
sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection, in event categories with
Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and
Nb ≥ 2). The black histogram represents the nominal signal dimuon invariant mass distribu-
tion. The red histogram represents the same distribution once the downward uncertainty in
the JER is propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 89: The effect of the propagatation of the downward uncertainty in the JER on the ex-
pected signal yield and signal mµµ shape is shown, as measured in a representative signal MC
sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection, in event categories with
Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and
Nb ≥ 2). The black histogram represents the nominal signal dimuon invariant mass distribu-
tion. The red histogram represents the same distribution once the downward uncertainty in
the JER is propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 90: The effect of the propagatation of the downward uncertainty in the JER on the ex-
pected signal yield and signal mµµ shape is shown, as measured in a representative signal MC
sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection, in event categories with
Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and
Nb ≥ 2). The black histogram represents the nominal signal dimuon invariant mass distribu-
tion. The red histogram represents the same distribution once the downward uncertainty in
the JER is propagated. Both distributions are normalized to the area of the nominal histogram.
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E.5 Uncertainty in jet energy scale933

Figures 91–93 show the effect of the propagation of the upward uncertainty in the JES [44] for934

a few representative signal models. Similarly, Figs. 94–96 show the effect of the propagation of935

the downward uncertainty in the JES for the same signal models.936

The effect in the signal yield is decreasing at increasing mZ ′ and is larger in the event category937

with Nb ≥ 2:938

• in the category with Nb = 1, the effect in the expected signal yield is ranging from939

1.5% at mZ ′ = 200 GeV to less than 1% at mZ ′ = 2000 GeV;940

• in the category with Nb ≥ 2, the effect in the expected signal yield is ranging from941

5% at mZ ′ = 200 GeV to less than 2% at mZ ′ = 2000 GeV.942

No statistically significant effect is found on the shape of the signal expected dimuon invariant943

mass distribution. Thus, a dedicated systematic uncertainty in the expected signal yield is944

assessed.945
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Figure 91: The effect of the propagatation of the upward uncertainty in the JES on the expected
signal yield and signal mµµ shape is shown, as measured in a representative signal MC sample
(B3-L2, with mZ ′ = 200 GeV), after the full event selection, in event categories with Nb = 1
(top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥
2). The black histogram represents the nominal signal dimuon invariant mass distribution.
The red histogram represents the same distribution once the upward uncertainty in the JES is
propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 92: The effect of the propagatation of the upward uncertainty in the JES on the expected
signal yield and signal mµµ shape is shown, as measured in a representative signal MC sample
(B3-L2, with mZ ′ = 700 GeV), after the full event selection, in event categories with Nb = 1
(top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥
2). The black histogram represents the nominal signal dimuon invariant mass distribution.
The red histogram represents the same distribution once the upward uncertainty in the JES is
propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 93: The effect of the propagatation of the upward uncertainty in the JES on the expected
signal yield and signal mµµ shape is shown, as measured in a representative signal MC sample
(B3-L2, with mZ ′ = 1500 GeV), after the full event selection, in event categories with Nb = 1
(top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and Nb ≥
2). The black histogram represents the nominal signal dimuon invariant mass distribution.
The red histogram represents the same distribution once the upward uncertainty in the JES is
propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 94: The effect of the propagatation of the downward uncertainty in the JES on the ex-
pected signal yield and signal mµµ shape is shown, as measured in a representative signal MC
sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection, in event categories with
Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and
Nb ≥ 2). The black histogram represents the nominal signal dimuon invariant mass distribu-
tion. The red histogram represents the same distribution once the downward uncertainty in
the JES is propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 95: The effect of the propagatation of the downward uncertainty in the JES on the ex-
pected signal yield and signal mµµ shape is shown, as measured in a representative signal MC
sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection, in event categories with
Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and
Nb ≥ 2). The black histogram represents the nominal signal dimuon invariant mass distribu-
tion. The red histogram represents the same distribution once the downward uncertainty in
the JES is propagated. Both distributions are normalized to the area of the nominal histogram.
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Figure 96: The effect of the propagatation of the downward uncertainty in the JES on the ex-
pected signal yield and signal mµµ shape is shown, as measured in a representative signal MC
sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection, in event categories with
Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1 and
Nb ≥ 2). The black histogram represents the nominal signal dimuon invariant mass distribu-
tion. The red histogram represents the same distribution once the downward uncertainty in
the JES is propagated. Both distributions are normalized to the area of the nominal histogram.
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E.6 Uncertainty in b-tagging efficiency946

Figures 97–99 show the effect of the propagation of the upward uncertainty in the b-tagging947

data/MC scale factors [43] for a few representative signal models. Similarly, Figs. 100–102948

show the effect of the propagation of the downward uncertainty in the b-tagging data/MC949

scale factors for the same signal models.950

The effect in the signal yield is independent of mZ ′ and is larger in the event category with951

Nb ≥ 2:952

• in the category with Nb = 1, the effect in the expected signal yield is . 1%;953

• in the category with Nb ≥ 2, the effect in the expected signal yield is . 5%.954

No statistically significant effect is found on the shape of the signal expected dimuon invariant955

mass distribution. Thus, a dedicated systematic uncertainty in the expected signal yield is956

assessed.957
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Figure 97: The effect of the propagatation of the upward uncertainty in the b-tagging data/MC
scale factors on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal signal dimuon
invariant mass distribution. The red histogram represents the same distribution once the up-
ward uncertainty in the b-tagging data/MC scale factors is propagated. Both distributions are
normalized to the area of the nominal histogram.
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Figure 98: The effect of the propagatation of the upward uncertainty in the b-tagging data/MC
scale factors on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal signal dimuon
invariant mass distribution. The red histogram represents the same distribution once the up-
ward uncertainty in the b-tagging data/MC scale factors is propagated. Both distributions are
normalized to the area of the nominal histogram.
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Figure 99: The effect of the propagatation of the upward uncertainty in the b-tagging data/MC
scale factors on the expected signal yield and signal mµµ shape is shown, as measured in a
representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event selection,
in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to
the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal signal dimuon
invariant mass distribution. The red histogram represents the same distribution once the up-
ward uncertainty in the b-tagging data/MC scale factors is propagated. Both distributions are
normalized to the area of the nominal histogram.
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Figure 100: The effect of the propagatation of the downward uncertainty in the b-tagging
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal sig-
nal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the b-tagging data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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Figure 101: The effect of the propagatation of the downward uncertainty in the b-tagging
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal sig-
nal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the b-tagging data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.



E. On the effect of systematic uncertainties 121

Figure 102: The effect of the propagatation of the downward uncertainty in the b-tagging
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal sig-
nal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the b-tagging data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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E.7 Uncertainty in muon reconstruction, identification and isolation efficiency958

E.7.1 Muon reconstruction959

Figures 103–105 show the effect of the propagation of the upward uncertainty in the muon960

reconstruction data/MC scale factors [70–72] for a few representative signal models. Similarly,961

Figs. 106–108 show the effect of the propagation of the downward uncertainty in the muon962

reconstruction data/MC scale factors for the same signal models.963

The effect in the signal yield is slightly increasing at increasing mZ ′ , independently of Nb ,964

roughly ranging from 1.5% at mZ ′ = 200 GeV to 3% at mZ ′ = 2000 GeV. No statistically sig-965

nificant effect is found on the shape of the signal expected dimuon invariant mass distribution.966

Thus, a dedicated systematic uncertainty in the expected signal yield is assessed.967
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Figure 103: The effect of the propagatation of the upward uncertainty in the muon reconstruc-
tion data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as
measured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon reconstruction data/MC scale factors is propagated.
Both distributions are normalized to the area of the nominal histogram.
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Figure 104: The effect of the propagatation of the upward uncertainty in the muon reconstruc-
tion data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as
measured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon reconstruction data/MC scale factors is propagated.
Both distributions are normalized to the area of the nominal histogram.
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Figure 105: The effect of the propagatation of the upward uncertainty in the muon reconstruc-
tion data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as
measured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon reconstruction data/MC scale factors is propagated.
Both distributions are normalized to the area of the nominal histogram.
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Figure 106: The effect of the propagatation of the downward uncertainty in the muon recon-
struction data/MC scale factors on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the muon reconstruction data/MC scale factors is propa-
gated. Both distributions are normalized to the area of the nominal histogram.
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Figure 107: The effect of the propagatation of the downward uncertainty in the muon recon-
struction data/MC scale factors on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the muon reconstruction data/MC scale factors is propa-
gated. Both distributions are normalized to the area of the nominal histogram.
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Figure 108: The effect of the propagatation of the downward uncertainty in the muon recon-
struction data/MC scale factors on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the muon reconstruction data/MC scale factors is propa-
gated. Both distributions are normalized to the area of the nominal histogram.
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E.7.2 Muon identification968

Figures 109–111 show the effect of the propagation of the upward uncertainty in the muon969

identification data/MC scale factors [70–72] for a few representative signal models. Similarly,970

Figs. 112–114 show the effect of the propagation of the downward uncertainty in the muon971

identification data/MC scale factors for the same signal models.972

The effect in the signal yield is negligible compared to the statistical uncertainties, and subdom-973

inat with respect to other systematic uncertainties. No statistically significant effect is found on974

the shape of the signal expected dimuon invariant mass distribution. Thus, no dedicated sys-975

tematic uncertainty arising from the uncertainty in the muon isolation data/MC scale factors976

is assessed.977

Figure 109: The effect of the propagatation of the upward uncertainty in the muon identifi-
cation data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as
measured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon identification data/MC scale factors is propagated.
Both distributions are normalized to the area of the nominal histogram.
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Figure 110: The effect of the propagatation of the upward uncertainty in the muon identifi-
cation data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as
measured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon identification data/MC scale factors is propagated.
Both distributions are normalized to the area of the nominal histogram.
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Figure 111: The effect of the propagatation of the upward uncertainty in the muon identifi-
cation data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as
measured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon identification data/MC scale factors is propagated.
Both distributions are normalized to the area of the nominal histogram.
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Figure 112: The effect of the propagatation of the downward uncertainty in the muon iden-
tification data/MC scale factors on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the muon identification data/MC scale factors is propa-
gated. Both distributions are normalized to the area of the nominal histogram.
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Figure 113: The effect of the propagatation of the downward uncertainty in the muon iden-
tification data/MC scale factors on the expected signal yield and signal mµµ shape is shown,
as measured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the muon identification data/MC scale factors is propa-
gated. Both distributions are normalized to the area of the nominal histogram.
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Figure 114: The effect of the propagatation of the downward uncertainty in the muon identi-
fication data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as
measured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full
event selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1
(bottom; equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal
signal dimuon invariant mass distribution. The red histogram represents the same distribution
once the downward uncertainty in the muon identification data/MC scale factors is propa-
gated. Both distributions are normalized to the area of the nominal histogram.
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E.7.3 Muon isolation978

Figures 115–117 show the effect of the propagation of the upward uncertainty in the muon iso-979

lation data/MC scale factors [70–72] for a few representative signal models. Similarly, Figs. 118–980

120 show the effect of the propagation of the downward uncertainty in the muon isolation981

data/MC scale factors for the same signal models.982

The effect in the signal yield is negligible compared to the statistical uncertainties, and subdom-983

inat with respect to other systematic uncertainties. No statistically significant effect is found on984

the shape of the signal expected dimuon invariant mass distribution. Thus, no dedicated sys-985

tematic uncertainty arising from the uncertainty in the muon isolation data/MC scale factors986

is assessed.987

Figure 115: The effect of the propagatation of the upward uncertainty in the muon isolation
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal sig-
nal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon isolation data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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Figure 116: The effect of the propagatation of the upward uncertainty in the muon isolation
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal sig-
nal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon isolation data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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Figure 117: The effect of the propagatation of the upward uncertainty in the muon isolation
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal sig-
nal dimuon invariant mass distribution. The red histogram represents the same distribution
once the upward uncertainty in the muon isolation data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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Figure 118: The effect of the propagatation of the downward uncertainty in the muon isolation
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 200 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal signal
dimuon invariant mass distribution. The red histogram represents the same distribution once
the downward uncertainty in the muon isolation data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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Figure 119: The effect of the propagatation of the downward uncertainty in the muon isolation
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 700 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal signal
dimuon invariant mass distribution. The red histogram represents the same distribution once
the downward uncertainty in the muon isolation data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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Figure 120: The effect of the propagatation of the downward uncertainty in the muon isolation
data/MC scale factors on the expected signal yield and signal mµµ shape is shown, as mea-
sured in a representative signal MC sample (B3-L2, with mZ ′ = 1500 GeV), after the full event
selection, in event categories with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom;
equal to the sum of Nb = 1 and Nb ≥ 2). The black histogram represents the nominal signal
dimuon invariant mass distribution. The red histogram represents the same distribution once
the downward uncertainty in the muon isolation data/MC scale factors is propagated. Both
distributions are normalized to the area of the nominal histogram.
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F On the effect of tighter muon identification and isolation criteria988

As described in Section 5.2, a subset of the muon selection requirements used in this analysis989

are tighter than those recommended by the Muon POG. We require990

• the absolute muon tracker-only isolation to satisfy I trk < 5 GeV,991

• the muon transverse impact parameter to satisfy |dxy| < 0.02 cm (instead of 0.2 cm),992

and993

• the muon longitudinal impact parameter to satisfy |dz| < 0.1 cm (instead of 0.5 cm).994

Such tighter requirements result in a reduction of the signal acceptance by less than 5%, inde-995

pendent of the signal model or mass.996

Figures 121–123 show the effect of the tighter muon selection requirements for a few represen-997

tative signal models. The reduction in signal acceptance by . 5% is independent of the signal998

mass hypothesis and of the Nb event category, and includes the effect of a tighter requirement999

on the muon relative tracker-only isolation with respect to other similar searches (i.e., < 5% of1000

the muon pT instead of 10%) [2]. No statistically significant effect is found on the shape of the1001

signal expected dimuon invariant mass distribution.1002

As an additional check, we validate the agreement between data and simulation for our choice1003

of tighter impact parameter and isolation requirements. Figures 124–127 show the distributions1004

of the relevant variables in the DY-enriched region, split in two bins: one for the range of values1005

we select and one for the range of values we reject after tightening the selection. As shown in1006

the figures, there is excellent agreement, down to the percent level, for the range of values that1007

we accept. Some disagreement is observed for the range of values that we reject with our tighter1008

selection. This makes sense, since the tightening of these requirements is applied specifically to1009

reject processes that are not well-modelled in simulation, such as cosmic muons or decays-in-1010

flight. The inclusive data-to-simulation disagreement amounts to less than approximately 1%.1011

Given that the effect is so small, we don’t apply any scale factors for our tighter selection on1012

these variables.1013
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Figure 121: The effect on the expected signal yield and signal mµµ shape from the application
of the tight(er) muon selection requirements is shown, as measured in a representative 2018
signal MC sample (Y3, with mZ ′ = 200 GeV), after the full event selection, in event categories
with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1
and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass distribution
with muon identification and isolation criteria as recommended by the Muon POG and used by
other similar searches [2], including a relaxed requirement on the muon relative tracker-only
isolation (i.e., < 10% of the muon pT instead of 5%). The red histogram represents the same
distribution once the tighter muon selection requirements are applied. Both distributions are
normalized to the area of the histogram with looser muon selection requirements.
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Figure 122: The effect on the expected signal yield and signal mµµ shape from the application
of the tight(er) muon selection requirements is shown, as measured in a representative 2018
signal MC sample (Y3, with mZ ′ = 700 GeV), after the full event selection, in event categories
with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1
and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass distribution
with muon identification and isolation criteria as recommended by the Muon POG and used by
other similar searches [2], including a relaxed requirement on the muon relative tracker-only
isolation (i.e., < 10% of the muon pT instead of 5%). The red histogram represents the same
distribution once the tighter muon selection requirements are applied. Both distributions are
normalized to the area of the histogram with looser muon selection requirements.
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Figure 123: The effect on the expected signal yield and signal mµµ shape from the application
of the tight(er) muon selection requirements is shown, as measured in a representative 2018
signal MC sample (Y3, with mZ ′ = 1500 GeV), after the full event selection, in event categories
with Nb = 1 (top left), Nb ≥ 2 (top right), and Nb ≥ 1 (bottom; equal to the sum of Nb = 1
and Nb ≥ 2). The black histogram represents the signal dimuon invariant mass distribution
with muon identification and isolation criteria as recommended by the Muon POG and used by
other similar searches [2], including a relaxed requirement on the muon relative tracker-only
isolation (i.e., < 10% of the muon pT instead of 5%). The red histogram represents the same
distribution once the tighter muon selection requirements are applied. Both distributions are
normalized to the area of the histogram with looser muon selection requirements.
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Figure 124: The distributions of the |dxy| variable of the leading (left) and subleading muon
(right) in the DY-enriched region. The data and the simulation are compared in two bins, one
for the range of values that we select (first bin) and one for the range of values that we reject
with the tighter selection (second bin, including overflow yield) of |dxy| < 0.02 cm. The data to
simulation agreemeent is excellent in the range of values we accept in the analysis, while any
disagreement in the range of values we exclude with the tighter selection amounts to less than
1% of the total yields.

Figure 125: The distributions of the |dz| variable of the leading (left) and subleading muon
(right) in the DY-enriched region. The data and the simulation are compared in two bins, one
for the range of values that we select (first bin) and one for the range of values that we reject
with the tighter selection (second bin, including overflow yield) of |dz| < 0.1 cm. The data to
simulation agreemeent is excellent in the range of values we accept in the analysis, while any
disagreement in the range of values we exclude with the tighter selection amounts to less than
1% of the total yields.
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Figure 126: The distributions of the relative tracker-only isolation variable of the leading (left)
and subleading muon (right) in the DY-enriched region. The data and the simulation are com-
pared in two bins, one for the range of values that we select (first bin) and one for the range
of values that we reject with the tighter selection (second bin, including overflow yield) of
I trk

rel < 0.05. The data to simulation agreemeent is excellent in the range of values we accept
in the analysis, while any disagreement in the range of values we exclude with the tighter
selection amounts to less than 1% of the total yields.

Figure 127: The distributions of the absolute tracker-only isolation variable of the leading (left)
and subleading muon (right) in the DY-enriched region. The data and the simulation are com-
pared in two bins, one for the range of values that we select (first bin) and one for the range
of values that we reject with the tighter selection (second bin, including overflow yield) of
I trk < 5 GeV. The data to simulation agreemeent is excellent in the range of values we ac-
cept in the analysis, while any disagreement in the range of values we exclude with the tighter
selection amounts to less than 1% of the total yields.
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G Signal Monte Carlo reweighting1014

The MC samples described in Section 4.2.1 are generated at several Z′ masses MX and at spe-1015

cific (default) values of the coupling constants used in the models. In this section we describe1016

the procedure by which we predict the yields in our two SRs for different sets of masses and1017

coupling constants.1018

G.1 Reweighting the MC models from the literature1019

The MC samples desribed in Section 4.2.1.1 were generated with the x = gX(1 TeV/MX) and1020

θ23 parameters listed in Table 4. The generated mass values are 100, 200, 250, 400, 550, 700, 850,1021

1000, 1250, 1500, 2000 GeV.1022

The reweighting procedure is based on the fact that the parton-level processes that we have1023

generated and are listed below can be divided into three distinct categories (charge conjugate1024

processes are implied):1025

1. gg → Z′bb, gb → Z′b, bb → Z′g1026

2. gg → Z′sb, gs → Z′b, sb → Z′g1027

3. ss → Z′g1028

The cross sections for processes 1 (2 and 3) are proportional to the square of the Z′bb (Z′sb, Z′ss)1029

couplings, and these couplings are fully specified in a given model (Y3, DY3, DY′3, B3 − L2) by1030

the gX and θ23 parameters. The key idea of our reweighting procedure is based on the fact that1031

from Monte Carlo truth it is possible to categorize each events as belonging to one of the three1032

categories (bb, sb, ss).1033

Events from the third category do not include final state bottom quarks at the matrix element1034

level. As a consequence their contributions to this analysis are negligible.1035

G.1.1 Reweighting MC yields to different couplings at one of the generated mass values1036

The on-shell cross sections for a process involving the Z′qiqj coupling gij is proportional to1037

g2
qiqj

Γ(Z′ → µ+µ−)/Γ(Z′). This is in turn proportional to αqiqj
:= Γ(Z′ → qi q̄j)Γ(Z′ →1038

µ+µ−)/Γ(Z′), where we introduced the parameter αqiqj
which is a function of MX, gX, and1039

θ23, as well as the model (Y3, DY3, DY′3, or B3 − L2).1040

Thus, to reweight a MC sample in a given model generated with a default MX, gX, and θ23 to1041

the same model and same mass but different (new) gX and θ23 it is sufficient to rescale each1042

event by the ratio of the αij parameters calculated at the new and default values of gX and θ231043

for the given model.1044

This procedure does not account for the broadening or sharpening of the Breit-Wigner line1045

shape associated with the change in couplings. This effect, which is neglected due to the nar-1046

rowness of the Z′ width, could in principle be included. However, it can result in a few events1047

with very large weights, with an associated loss of statistical precision even if the mµµ distribu-1048

tion after reconstruction is not supposed to change significantly.1049

It should be noted however that as the coupling gX becomes very large, the width of the Z′ can1050

become quite large. At some point the assumption that the Z′ width Γ is small compared with1051

the mµµ resolution σ breaks down. Eventually perturbation theory itself breaks down, see for1052

example the black dashed lines in Fig. 9 and 10 of Ref. [26]. Contour plots for σ/Γ as a function1053

of x = gX(1 TeV/MX) and mass are shown in Fig. 128. The “problem” can become significant1054
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at high values of x that are perhaps not so interesting, and at masses a bit beyond the reach of1055

this analysis, see for example Table 4 and Figs. 3, 19, and 20. (Admittedly the B3 − L2 model is1056

a bit of an exception).1057
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Figure 128: Contours of σ/Γ as a function of x and Z′ mass for different models. Here σ is the
mµµ resolution from Fig. 9, and Γ is the Z′ width computed at the model-dependent values of
θ23 listed in Table 4.

In practice, the reweighting is done by first calculating the expected yields for each SR at the1058

default values of gX and θ23 separately for the three categories bb, sb, ss. These expected yieds1059

are then rescaled by the three appropriate αqiqj
factors. The total yield in a given SR is then the1060

sum of the yields from the three categories.1061

G.1.1.1 Check of the reweighting procedure To check the reweighting procedure, we1062

compare the yields obtained directly from Monte Carlo at a particular point A in parameter1063

space (model = DY3, MX = 1000 GeV, x = 0.06, and θ23 = 0.20) with the prediction from1064

the reweighted yields from a different point B (model = DY3, MX = 1000 GeV, x = 0.14, and1065

θ23 = 0.13) Note: the x and θ23 parameters from point B are the standard choices from Table 4.1066

For simplicity, the test is performed at generator level, before showering. Kinematical require-1067

ments are applied to mimic the events selection (cuts on η, pT and mmin
µb for muons and b jets,1068

and muon-b overlap removal). Lepton and b tagging efficiencies are taken to be perfect. Out1069

of 60K generated events for point A, 15314 land in SR1 or SR2. Of those, 989 are in SR2. The1070

reweighted yields from point B to point A are 15220± 122± 67 and 924± 30± 4, respectively.1071

Here, the first uncertainty is statistical and the second uncertainty is from the Madgraph nor-1072

malization (basically the spread in the cross-sections reported in different Madgraph runs). The1073

agreement is very good: 0.6± 1.2% and 6.6± 4.4% for SR1 + SR2 and SR2-only, respectiely.1074
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G.1.2 Reweighting MC yields to different couplings and different masses1075

The following ingredients are needed to determine the expected yields for each SR and for each1076

model (Y3, DY3, DY′3, B3 − L2) with arbitrary MX, gX, and θ23 parameters.1077

• Parametrizations of the cross sections for each model and for each category (bb, sb,1078

ss) as function of mass with the default gX(1 TeV/MX) and θ23 parameters. These1079

are shown in Fig. 129.1080

• Parametrizations as a function of mass of the acceptances in each SR for each cate-1081

gory. We expect these acceptances to be independent of model, and indeed this is1082

what we find, see Fig. 130.1083

• The ability to reweight yields at a fixed mass from one set of couplings gX and θ23 to1084

a different one.1085

For an arbitrary mass MX, the products of cross sections, acceptances, and integrated luminos-1086

ity give the expected yields for each SR and for each category for the deafult gX(1 TeV/MX)1087

and θ23 values. The category-dependent SR yields can then be reweighted to arbitrary values1088

of gX and θ23 using the method described in Section G.1.1. In a given SR the yields from the1089

different categories can then be added up to obtain the expected total yield in that SR.1090
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Figure 129: MadGraph cross sections LO in QCD for the bb (left) and sb (right) categories as
a function of mass for the four models. The dashed lines are spline fits through the points
obtained from the MC generation. The ss cross section is not shown, since this category is
essentially irrelevant.
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Figure 130: Products of acceptance times efficiency as a function of mass for the four models.
Top row, left: SR1 (Nb = 1) bb category. Top row, right: SR1 (Nb = 1) sb category. Bottom row,
left: SR2 (Nb ≥ 2) bb category. Bottom row, right: SR2 (Nb ≥ 2) sb category. The solid lines
are spline fit through the model averages. The ss category is not shown, since it is essentially
irrelevant.
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G.2 Reweighting the BFF models1091

The reweighting of these models is based on the same ideas described in Section G.1.1092

There is one small complication due to the fact that the BFF models are generated at NLO in1093

BSM couplings. For example, the parton level process bb → Z′bb at LO in BSM includes1094

only one BSM Z′bb vertex, whereas at NLO there are diagrams with three BSM vertices (either1095

three Z′bb or one Z′bb and two Z′bs, see Fig. 131). As a result, the squared amplitude for1096

this process would go as |A|2 ≈ g2
b|αS + ag2

b + bδ2
sbg2

b|2, where a and b take some complicated1097

numerical values that we do not attempt to calculate (!). An exact reweighting at NLO in BSM1098

is then not possible. There are also processes that exist at NLO in BSM but not at LO, e.g.,1099

bs → Z′sb. However, to the extent that the BSM couplings are small, one suspects that the1100

NLO BSM effects in this model are negligible.1101

To verify this conjecture, we generated a single BFF MC sample with MX = 1 TeV at LO in BSM,1102

and compared our expected yields with those obtained from the equivalent sample generated1103

at NLO in BSM. We find that the cross sections and the expected yields are the same to better1104

than 1%. As a result, we can reweight the BFF models generated at NLO in BSM simply based1105

on the uniquely determined LO BSM coupling for any given parton level process. For example,1106

for the bb → Z′bb process shown in Fig. 131, the reweighting is just based on one power of the1107

Z′bb coupling in the amplitude.1108

Amplitude ~ 𝛼!𝑔" Amplitude ~ 𝑔"# Amplitude ~ 𝛿$"% 𝑔"#

Figure 131: Some of the diagrams for bb → Z′bb. The diagram at the left is LO in BSM,
while the other two are NLO in BSM. Also shown are the coupling factors that enter in each
amplitude.

FIXME: add plots of cross section and splined acceptances. Note that the splined acceptances1109

will not be the same as those in the Allanach model section because the set of diagram being1110

generated is diferent. For example in BFF we generate bb̄ → Z′, which will have very low1111

acceptance.1112
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H Sensitivity comparison with EXO-22-0061113

In this Section we summarize the studies that were performed to compare the sensitivity of this1114

analysis to the similar analysis in EXO-22-006. The differences in the two analysis strategies can1115

be summarized as follows:1116

• In this analysis the background is predicted by fitting the dimuon invariant mass to1117

analytic functions, while in EXO-22-006 the background is estimated from an ABCD1118

method that uses dielectron events as well as events with no b tags.1119

• Both analyses use two signal regions. In this analysis the SRs are distinguished by1120

the b jet multiplicity (Nb = 1 and Nb > 1). In EXO-22-006 the signal regions are1121

disinguished by the inclusive jet multiplicity (Nb = Nj = 1 and Nb ≥ 1, Nj > 1).1122

• In this analysis the strategy is to essentially eliminate the tt background, see for ex-1123

ample Fig. 17. The price that one has to pay is a low acceptance for signal events1124

at low Z′ mass, see for example Fig. 7 (left) and Fig. 129. In contrast, the require-1125

ments against tt in EXO-22-006 are less stringent. This approach leads to a larger tt1126

background but a better acceptance at low Z′ mass.1127

A comparison in signal sensitivity was performed by the two groups under the following com-1128

mon conditions:1129

• The background was predicted using common tt and Drell-Yan non-UL samples,1130

2016 MC only, no corrections or scale factors.1131

• The BFF signal samples were non-UL with δbs = 0.04, mass = 250, 350, 500 GeV.1132

• The Y3 sampless were UL with mass=250, 400, 700, 1000 TeV.1133

• The expected signal and background yields were computed by adding up the events1134

within ±10% of the mass hypothesis.1135

The number of expected signal and background events as a function of mass, as defined above,1136

are shown in Fig. 132. Approximate expected signal strength limits are also extracted from this1137

study as a function of mass in the “counting experiment” approximation. Results are shown1138

in Fig. 133. These studies demonstrate that the EXO-22-006 analysis is more sensitive at low1139

mass, while this analysis is more sensitive at high mass. The cross-over point is somewhere in1140

the neighborhood of 300-350 GeV.1141

More details on these studies have been prsented at the EXO non-hadronic meeting of August1142

10, 2022 [74].1143
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Figure 132: Signal and background yields as a function of mass for this ananysis and the EXO-
22-006 analysis. The yields are defined as the sum of the yields in the two signal regions (SR1
and SR2) in the respective analyses. The signal yields are from the Y3 Monte Carlo.
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Figure 133: Approximate 95% CL signal strength limits for this ananysis and the EXO-22-006
analysis. Top: BFF model. Bottom: Y3 model. The last point (mass=1 TeV) for the EXO-22-006
analysis in the bottom plot cannot be trusted due to statistical fluctiations in the MC that was
processed.
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