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3D Gaussian DisCo Trials
Attempts to reproduce the first DisCo example
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• Goal: repeat the first example in the PRL 
paper (3D gaussian variables)


• (1) and (2) define the 3D gaussians


• (3) and (4) give the rest:


• Input: X1, X2 (DisCo target: X0)


• NN architecture: 3 hidden layers; 128 
nodes per layer; ReLU between layers; 
sigmoid output


• λ = 1000, Adam optimizer


• 2M sig, 2M bkg (batch size = 40K)

Overview
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Target: recreate their plots, e.g.

TPR

1/FPR

TPR = TP/P = (true positives)/(positives) 
FPR = FP/N = (false positives)/(negatives)

Single Disco



4

3D Gaussians: λ = 1000 DisCo
ℒ = ℒBCE( fSD(X1, X2), y)+1000 × dCorr2

y=0( fSD(X1, X2), X0)

Two distinct clusters

Single DisCo is a perfect line

Single Disco
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3D Gaussians: λ = 1000 DisCo
ℒ = ℒBCE( fSD(X1, X2), y)+1000 × dCorr2

y=0( fSD(X1, X2), X0)

My plots do not match those in the PRL paper!

No distinct clusters

Single DisCo not a perfect line 
(more similar to Baseline avg.)

My ROC curve is better

PRL Single Disco (traced)

Baseline avg. opposite 
of that in the PRL paper
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3D Gaussians: λ = 1000 DisCo
ℒ = ℒBCE( fSD(X1, X2), y)+1000 × dCorr2

y=0( fSD(X1, X2), X0)

Σb = σ2
b (

1 0.8 0
0.8 1 0
0 0 1)= (

1 −0.8 0
−0.8 1 0

0 0 1)

Eq. 4.1

vs.

Fig. 3

Minor note: Baseline (if not also DisCo) seems to have 
been trained on bkg. with ρb = +0.8 (not -0.8) in the covariance matrix

Baseline does not match! Baseline matches ✓

Set ρb = +0.8
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3D Gaussians: λ = 1000 DisCo
ℒ = ℒBCE( fSD(X1, X2), y)+1000 × dCorr2

y=0( fSD(X1, X2), X0)

Loss immediately settles on a value

Epoch = 100 | LR = 0.001 (constant) | λ = 1000

λdCorr2 ≈ 0 even for λ = 1000

The PRL Single DisCo model 
converged after 100 epochs… 

 
…ours converges immediately

⇒ something is wrong with training?
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• The example from the PRL paper should be exactly reproducible, but we cannot 
reproduce the plots in the paper


• Loss curve seems to suggest that something is wrong in the training


• Questions for the authors (note we are using Pytorch):


• Is our loss implemented correctly? 
https://github.com/jkguiang/vbs/blob/abcd-net/abcdnet/python/losses.py#L57-L60


• Does our main training loop seem sensible? 
https://github.com/jkguiang/vbs/blob/abcd-net/abcdnet/python/singledisco/
train.py#L5-L74


• Is there anything else that seems wrong? (Thank you!)

Summary

https://github.com/jkguiang/vbs/blob/abcd-net/abcdnet/python/losses.py#L57-L60
https://github.com/jkguiang/vbs/blob/abcd-net/abcdnet/python/singledisco/train.py#L5-L74
https://github.com/jkguiang/vbs/blob/abcd-net/abcdnet/python/singledisco/train.py#L5-L74
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3D Gaussians

DisCo target Input feature Input feature
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3D Gaussians: λ = 100 DisCo
ℒ = ℒBCE( fSD(X1, X2), y)+100 × dCorr2

y=0( fSD(X1, X2), X0)

Loss immediately settles on a value

Epoch = 100 | LR = 0.001 (constant) | λ = 1000

λdCorr2 ≈ 0 even for λ = 1000
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3D Gaussians: Baseline
ℒ = ℒBCE( fSD(X1, X2), y)+0 × dCorr2

y=0( fSD(X1, X2), X0)

Loss immediately settles on a value

Epoch = 100 | LR = 0.001 (constant) | λ = 1000
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3D Gaussians: Baseline
ℒ = ℒBCE( fSD(X1, X2), y)+0 × dCorr2

y=0( fSD(X1, X2), X0)

Baseline plots only match PRL plots for ρb = +0.8


